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Machine learning and deep learning research

● Empirical studies, providing benchmark and  demonstrating pitfalls.
● Rigorously explain why ML / DL works by analysing theoretical models 

or algorithms.

Focus:

● Insights for new algorithmic development (example: boosting, 
methods for regularisation).

● Brings concepts from mathematics to ML (example: Random graphs, 
Geometry).
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Machine learning and deep learning research

This Practical:

● Understand recent advances
● Reproduce existing results
● Extend research (empirically)
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Topics
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Adversarial ML / Robustness

● Performance of NNs significantly affected if data is slightly perturbed.
● Why? How can we robust ML models / guarantee robustness?
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Generalisation in neural networks

● Classical learning theory cannot explain generalisation in deep 
networks.

● Data-dependent generalisation error bounds more meaningful and 
practical.
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Double-descent in bias-variance curve

● Over-parameterised NNs deviate from bias-variance trade-off - NNs 
may perform best in zero training loss / interpolating regime.

● Currently, this behaviour has been analytically derived in simpler 
settings.
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Over-parameterised NN (infinite width)

Analyse Over-parametrised NNs asymptotically as width goes to infinity

● Under small learning rate, (S)GD training ☰ Neural Tangent Kernel 
(NTK), a dot product kernel in gradient space of the NN parameters

● Finite width networks can deviate from the kernel regime.
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Let’s look at an example
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Possible Extensions / Further Experiments

● How does data pre-processing influence the performance of CNN and 
CNTK?

● Analyze the influence of depth for CNN and CNTK
● CNTK with vector output and global average pooling: What helps 

performance improve with depth?

20



Practical - Analysis of new phenomena in machine/deep learning

Practical Structure
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Structure
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Groups of 3 students - 2 research papers per group

1. understand the main theoretical ideas of the paper and reproduce the 
empirical findings.

2. extend on the empirical observations with further experiments.
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Timeline

● First or second week of semester: Introduction Meeting 
● Mid June: Reproducibility report submission
● End of semester: Empirical extensions + functional code submission
● End of semester: Final presentations

Weekly:

● ~15 min update presentation from every group
● Office Hours for further questions 
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Grading

● Report on reproducibility (40%) 
● Report on extensions (20%) 
● Final group presentation (40%).
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Prerequisite

● Machine learning (IN2064)
● Introduction to deep learning (IN2346)
● Statistical foundations of learning (IN2378) - optional

Survey: https://forms.gle/7zAm67GP5qtDUfNS7   

(Link also on website of 

Theoretical Foundations of Artificial Intelligence)

THIS DOES NOT REPLACE THE MATCHING SYSTEM
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Team
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