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- Can directly be kernelized with $\Phi$ replacing $X$.
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- It's kernel regression with uncertainty estimation.
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- We now average over the new point $\phi$ (note $\mathbb{E}\left[\phi \phi^{T}\right]=I$ ) and treat $n$ as continuous. We then average this informally over $X$ by (i) taking expectations over numerator and denominator separately and (ii) assuming $\mathbb{E}\left[G(n)^{2}\right]=\mathbb{E}[G(n)]^{2}=: \bar{G}(n)^{2}$
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- Note that $n^{\prime}<n$, so this is indeed a larger bound than the naive approximation from before.

