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We add two things: Another player and multiple objectives




Adding a second player: Stochastic Games

R

05 }— 0.5

OF — 0F

p




Having multiple target sets
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Approximate values of generalized-reachability
stochastic games for arbitrarily small precision.
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We have:

- VI from below
- Single-dimensional VI from above

We need:

- Extension to multiple dimensions




More information

Paper available at:
https://dl.acm.orq/doi/10.1145/3373718.3394761

Video presentation of the results:
https://www.youtube.com/watch?v=my7tOrom1Fg
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