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Software Quality

Code Models Tests



Participating

Apply via matching tool 

Application with us: Online form 

• Letter of motivation

• Optional: CV + grade report

• Your 3+ favorite topics

2 

1 http://go.tum.de/070420 

July 22nd, 23:59

http://go.tum.de/070420


Schedule 

Until 22nd of July October February

• Literature research 

• How to thesis? 

• Effective presentations

Application Matching results and 

topic assignment

Matching Kickoff

Individual working 

phase

Block seminar



Thesis

- Seminar paper: max. 15 pages

- Content: Theory + application of the topic

(results, experiences, problems and limitations) 

- Initial submission

- Final submission: 1 week after presentation 

Grading 

Presentation

- 20 min + 10 min discussion 

- Mandatory dry run (1 week before seminar) 

50/50 



Questions about the 

organization?



Clone Detection: 

"Where can identical (copied) parts be found in source code?” 













Test Gap Analysis

"Have all changes since the last release been tested?" 



unchanged

new & not tested

changed & not tested

changed & executed in 

test







Why and How to Measure Code Quality?



Your seminar will focus on: 
- researching the state-of-the-art considering guardrails and system prompts
- developing a technical pipeline to automatically check if an LLM adheres to its defined 

guardrails and follows its system prompts. To check if the instructions were violated, both 
humans or other LLMs may act as judges, as well as an ensemble of LLMs

- using the pipeline as the experimental platform to analyze and compare different 
guardrail techniques and their corresponding attack scenarios

- We will refine the exact research questions together based on your interests

Looking forward to working with you!

A Pipeline for Evaluating Guardrails for LLMs
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Quality Issues In Natural Language Tests

(1) Identification of quality issues

▪ Ambiguous descriptions

▪ Long test steps

▪ Misplaced actions

▪ Inconsistent wording

▪ etc.

(2) Automated improvement



Using Pre-Trained Embedding Models for Diversity-Based Regression 
Test Optimization



The Origin of Test Flakiness

test 
failed

Flaky!



Flaky Test, Solid Solution?

Repairing Flaky Tests Using LLMs

Problem:

The LLM will make changes. Are these changes good?

- Does the change effectively repair the flakiness?

- Is the test case still capable of finding regressions?

Potential solutions:

- Extend an approach that finds flaky tests by your 

automated repair approach

- Use personal projects or from your working 

position to try out your approach
- Benchmark different products (Claude Code, 

Cursor, Gemini CLI, ...)



Evaluating LLM-Generated Test Cases: The Core Problem 

& Framework

The use of Large Language Models to generate test cases is rapidly increasing, but our 

ability to evaluate and trust these tests has not kept pace

We will be looking together creating an approach that support the following aspects

1. Correctness 
2. Completeness

3. Quality
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