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Abstract

The popularity of Large Language Models (LLMs) and the development of business appli-
cations based on LLMs are increasing rapidly. Different types of businesses and companies
integrate LLMs into their businesses to develop innovative solutions. While much research
is being conducted, there is a lack of LLM-based methods to generate instructions for users
and guide them on navigating web-based user interfaces. This thesis addresses this research
gap by proposing a grammar to textually represent an industrial web user interface (UI)
application and generating an instruction and prompt format to receive UI instructions from
the LLM. Using these methodologies and foundations, a chatbot application is designed
and implemented to provide user guidance. This study advances research on developing
a methodology that leverages the intelligence of LLMs to provide user guidance in web UI
applications and develop a state-of-the-art chatbot application.

Keywords:: Large Language Models (LLMs), LLM-based Chatbots, Web User Interface
(UI) Applications, Textual Representation of Web UI Applications, Conversational Interfaces,
Prompt Engineering, Human-Computer Interaction, User Experience
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Kurzfassung

Die Popularität von LLMs und die Entwicklung von Geschäftsanwendungen auf Basis von
LLMs nehmen rapide zu. Verschiedene Arten von Unternehmen und Firmen integrieren
LLMs in ihre Geschäfte, um innovative Lösungen zu entwickeln. Während viele Forschungen
durchgeführt werden, besteht ein Mangel an LLM-basierten Methoden, um Anweisungen für
Benutzer zu generieren und sie bei der Navigation von webbasierten Benutzeroberflächen
zu unterstützen. Diese Arbeit schließt diese Forschungslücke, indem sie eine Grammatik
zur textuellen Darstellung einer industriellen Web-Benutzeroberfläche vorschlägt und ein
Anweisungs- und Prompt-Format zur Empfangnahme von Benutzeroberflächen-Anweisungen
vom LLM generiert. Unter Verwendung dieser Methoden und Grundlagen wird eine Chatbot-
Anwendung entwickelt und implementiert, um Benutzerunterstützung zu bieten. Diese Studie
fördert die Forschung auf dem Gebiet der Entwicklung einer Methodik, die die Intelligenz
von LLMs für die Bereitstellung von Benutzerunterstützung in Web-Benutzeroberflächen
nutzt und entwickelt eine state-of-the-art-Chatbot-Anwendung.

Schlüsselwörter: Große Sprachmodelle (LLMs), LLM-basierte Chatbots, Web-Benutzeroberflächen
(UI)-Anwendungen, Textuelle Darstellung von Web-Benutzeroberflächen, Konversationsinter-
faces, Prompt-Engineering, Mensch-Computer-Interaktion, Benutzererfahrung
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1. Introduction

1.1. Motivation

LLMs have gained enormous popularity in recent years and are used in many fields today
[1] [2]. This popularity has significantly increased with deploying these models on companies’
cloud instances or on-premise servers [3]. Companies can fine-tune and feed these base
models according to their business needs and domain-specific data. Also, this increases the
innovation capacity of the companies as they do not need to train their own LLM, which
consumes significant time and resources [4]. This approach allows the use of LLMs inside
the company for internal usage and enables them to develop new applications backed by
LLMs for customer usage. Therefore, companies do not need to design complex application
backends and can shift the intelligence to the LLM [5] [6] [7].

There are different ways to develop and integrate LLM-based applications, and one of these
applications is chatbots [8]. Most organizations and companies integrate LLM-based chatbots
into their industrial applications [9] [10]. These organizations and companies feed LLM with
domain-specific data and connect the integrated chatbot application to the LLM [11]. In this
way, users can type their prompts and questions to the chatbot and receive answers that the
LLM backs with the fed domain-specific knowledge.

These systems have an extensive natural language understanding and perform context-
aware interactions. The benefits of these applications have a wide range from customer
services to educational tools [12]. Most of the use cases encapsulate asking questions directly
to the chatbot to provide automated customer service or searching certain functionalities in the
application [13]. Users do not need to read the documentation and forums and conveniently
perform their desired operations. This significantly increases the customer’s journey and the
user experience [14] [15]. Positive customer feedback enabled the development of new types
of chatbots with different use cases [16] [17] [18].

1.2. Background

CMX500, offered by Rohde & Schwarz, is a high-performance vector signal generator that
performs real-time signal processing [19]. Rohde & Schwarz has a web-based UI application,
CMSquares, accessible from a standard browser. CMSquares is necessary to configure and
monitor the status and performance of CMX500 [20]. CMSquares contains many components,
options, and configurations, and customers can save, load, and manage configurations with
this application. Also, customers can monitor the status and performance of CMX500 in
real time using CMSquares. Although CMSquares provides context-sensitive help and
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1. Introduction

documentation for users, it is usually hard for users to perform the necessary configurations
and monitor the desired functionalities because of the large number of components and
menus.

1.3. Problem Statement

Rohde & Schwarz want to develop a state-of-the-art solution to make the web UI setup easier
with virtual assistance and guide the user in the UI according to the user’s prompts. The
main objective of this study is to find an LLM-based method to generate instructions for users
to navigate web-based UI. The study aims to develop a solution that can be easily integrated
into the web application to guide users in the application conveniently by considering the
user experience and enhancing the user journey. Also, utilizing the merits of the LLM is a
critical point of the study, and its intelligence shall be leveraged to develop an innovative
solution. To achieve this goal, efficient approaches to interact with the LLM, describe the web
application, and generate the required guidance steps are formulated and tested to evaluate
whether they meet the requirements. Afterward, these approaches are combined in harmony,
and an LLM-based chatbot is designed, partially implemented for specific use cases, and
integrated into the CMSquares application.

1.4. Research Questions

This study investigates the following research questions:

RQ1) How to model UI components to feed LLM to generate the required steps to perform
UI actions?

The main objective of this research question is to describe the web UI components in the
web application with a textual data model that is interpretable by the LLM. The prior related
studies and works describing UI components will be searched, and different approaches
will be compared and contrasted. Additionally, resources on data representation formats
will be researched to assess their efficiency for the LLMs. After finding the efficient data
representation format and collecting the attributes derived from the researched approaches,
the main objectives and attributes of the grammar will be defined, and the grammar will be
constructed with the required fields. This proposed grammar will uniquely and semantically
identify the UI components and describe the UI components’ attributes and properties.

Additionally, several parts of the web application will be defined using the proposed gram-
mar. This definition will be prompted to the LLM, and a set of questions will be prompted to
test and measure the understandability of the grammar by the LLM.

RQ2) How to generate UI instructions from the textual output generated from the LLM?

2



1. Introduction

The existing technological automated tools that interact with the web UI using the scripts,
and their script languages alongside the UI instruction formats will be investigated. After
the research, a textual UI instruction format containing end-user instructions and identifiers
for the web components in the web page will be constructed. Then, a prompt containing
and defining the specifications of this format will be prepared. Moreover, a method will be
developed to extract both the UI instructions and their subpatterns from the textual output
generated by the LLM. Furthermore, in a web UI application, methods to interact with the
web components using their identifiers will be searched. Subsequently, a user guidance
algorithm will be developed to interpret the visibility of the UI components in the viewed
web page and guide the user step-by-step until the last step according to the received list of
steps of instructions with the proposed UI instructions’ format.

In addition, prompts containing the web application’s textual definition, tested current
page, the specifications of the UI instruction format, and tested use-case will be prepared.
They will be prompted to the LLM to evaluate the generation of UI instructions from the
LLM’s output and discuss whether the user guidance algorithm can function properly with
the output.

RQ3) How to integrate this chatbot into the product by following and considering software
engineering principles?

The primary focus is to develop a chatbot application that provides user guidance to the
end-users according to their prompt by highlighting the web components and displaying
instructions. This application will be designed and implemented using software engineering
principles, such as source code structure, code integration, usability, and user experience.

In the beginning, the requirements of the chatbot application will be specified, and a mock
prototype will be designed based on the design elements of the web application. Afterward,
all necessary components will be designed by defining their functionalities and interfaces.
Then, the routines and algorithms for these components will be developed and implemented,
and the chatbot application will be integrated into the main web application.

Furthermore, interviews with several target groups will be conducted, and participants
will be asked questions regarding the chatbot application. These results will be used to quali-
tatively evaluate the chatbot application’s usability, user experience, source code structure,
and code integration.

1.5. Outline

The following describes how the rest of the thesis is structured. In Chapter 2, an overview
of the nature and attributes of the LLMs, the methods of feeding them, different methods
of hosting them, and errors based on their nature are given. Furthermore, the methods
of representing web UI applications and programmatic interaction with web interfaces are
stated. In Chapter 3, related researches that have been conducted about textual representations
of web UI applications, works regarding dynamically manipulating web UI applications,

3
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and developing business applications based on LLM are discussed. In Chapter 4, the
methodological works that are conducted regarding proposing a grammar to textually define
web UI applications to the LLM, generating UI instructions from the LLM, and developing
a chatbot application are briefly explained. Moreover, the methods that are designed and
followed to evaluate them are described. In Chapter 5, results of these measurements and
evaluation are presented. In Chapter 6, the interpretations and discussions regarding the
obtained results are highlighted, and limitations of the study and the potential future work
are addressed. Conclusively, in Chapter 7, the significant contributions of the research are
reviewed.
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2. Background Knowledge

2.1. Large Language Models

An LLM is an artificial intelligence model that is mainly designed to process and generate
human-like text [21]. LLMs are mainly developed using a deep learning architecture called
transformers. Transformers enable LLMs to understand and generate text with contextual
awareness [22]. LLMs are trained with large amounts of textual datasets from various sources,
and LLMs gain reasoning abilities by learning grammar and semantics [23] [24]. First, LLMs
are trained on these large datasets unsupervised with a process called training. Afterward,
they are refined for specific tasks through a process called fine-tuning. Therefore, they can
be adapted to particular domains and use cases [25]. LLMs are probabilistic as they are
developed with deep learning techniques [26] [27].

There are different methods to prepare an LLM for specific tasks. The main methods are
training, fine-tuning, and feeding. These methods are also referred to as methods for feeding
LLMs.

Training an LLM refers to adjusting the LLM’s parameters from scratch via learning
algorithms and a vast amount of textual data [28]. LLM learns the general language patterns
via training. The training process requires significant computational power and large datasets
[29].

Fine-tuning an LLM involves taking a pre-trained model and further training it with a
domain or task-specific dataset [30]. Therefore, the model adapts to domains and tasks and
produces a model optimized for specific tasks [31]. Compared to the training, fine-tuning
requires less data and computational resources [32].

Prompting an LLM is providing input to the LLM to generate responses based on the
provided input [33]. Prompting an LLM is much more lightweight than training and fine-
tuning as it does not involve changing the model’s parameters. Still, it leverages the existing
capabilities of the model for specific tasks [34]. Prompting an LLM consists of several stages:
crafting input, submitting the prompt, tokenization, model processing, output generation,
decoding, and response delivery [35]. There are different types of prompting, such as
instructional, contextual, role-playing, etc. Instructional prompts give explicit instructions
to the LLM on how to respond, and contextual prompts provide background information
to guide the model’s response [36]. Prompting an LLM has many application areas, from
content generation to chatbots [37].

The LLMs can be publicly or privately hosted, exposing application programming interface
(API) endpoints for software integration and application development based on the LLMs.
For example, OpenAI hosts its models on its own servers for public access. Also, these
models can be hosted by Microsoft Azure Cloud so that enterprises can have private access.
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2. Background Knowledge

The OpenAI API is used to access public models, while the Azure OpenAI API provides
access to private ones. OpenAI API pricing is based on API usage and token consumption,
whereas Azure OpenAI API incurs additional costs for Azure resources. Despite the pricing
differences, Azure OpenAI API offers lower latency due to Microsoft’s data center locations
and enhanced customizable security features. As a result, models deployed on Microsoft
Azure Cloud are more suitable for enterprise use [38] [39] [40].

The probabilistic nature of the LLMs makes them prone to particular types of errors. There
are a variety of LLM-based errors, but the errors mentioned in the following chapters are
polysemy confusion and semantic drift.

• Polysemy Confusion: LLM may struggle to correctly interpret the context and meaning
of words with multiple meanings in different contexts. This leads to an error if the LLM
selects the incorrect meaning [41].

• Semantic Drift: In a regular conversation, when the context shifts, the meaning of
certain words drifts away from their original intent. This may lead to misinterpretations,
and LLM may misinterpret the correct meaning of certain words [42].

2.2. Methods for Representing Web UI Applications and Grammar

Different web UI development technologies exist, and within a company, different teams,
such as software developers, user experience researchers, and product managers, work on
web UI development together. Therefore, bridging the gap between web UI components
and the technical details is essential. To achieve that, methods for representing web UI
applications have been proposed. Two popular methodologies are model-driven and event-
driven approaches. The model-driven approach represents the static structure of a web
UI by using domain-specific languages (DSL) [43] [44]. This approach represents the web
components, their attributes, and layouts. Unlike the prior approach, the event-driven
approach reflects the dynamic behavior of the UI by defining the user interactions and the
corresponding events [45]. Using these approaches together is also possible, providing a
blueprint and reflecting the interactive flow of the web UI.

Grammar is a pre-defined set of rules to describe the structure of components and the
relationships of these components with each other. Several concepts, such as attributes and
relationships, are essential to model the components. The grammar can be constructed with
a formal approach or human-readable format [46]. Constructing and using grammar is
helpful in different fields of computer science, like software engineering, system design, and
documentation.

2.3. Programmatic Interaction with Web Interfaces

The Document Object Model (DOM) is a standardized interface that interacts with and
manipulates web documents. Web pages are represented as a tree where nodes correspond to

6



2. Background Knowledge

the parts of the document, such as elements, attributes, or text. When the page loads, the
browser parses the HyperText Markup Language (HTML) and constructs the corresponding
DOM tree. Components can be created, modified, and removed via dynamic manipulation of
the DOM [47]. Web development libraries and frameworks like jQuery, Angular, and React
enable this feature.

The Robotic Process Automation (RPA) is an innovative technology that automates rule-
based and repetitive tasks. Most of the time, it uses software bots to mimic human-computer
interactions. Scripts are developed to define the actions and rules bots must follow [48].
Robot Framework is an open-source RPA framework that supports writing automation
scripts in a simple and human-readable format, and enables the RPA and web UI interaction
testing. It comes with its own script language, Robot Framework Language, that is not
a programming language, but a plain language that can define automation scripts. The
necessary UI interaction instructions are defined in a simple format that contains the action,
the element, identifier, and if relevant input data in order, such as Click #elementID and
Input Text #elementID ##textData . For web applications, these identifiers can be Cascading

Style Sheets (CSS) selectors like in the example: Click div.main-navigation .auto [49] [50].

7



3. Related Work

This chapter reviews the related work and relevant literature across two key areas: textual
representations of web UI applications and developing business applications based on LLM.
Usages of both of these topics and their extended usages are explained in detail in the later
chapters.

3.1. Textual Representations of Web UI Applications

3.1.1. Model Driven Approach

• Brambilla et al. [51] propose the Interaction Flow Modeling Language (IFML). This
introduced language is a model-driven language that describes the web application UI.
This work proposes a formal way to represent the static and dynamic aspects of UI.
IFML is a modeling language that can represent the structure of UI components, the
interaction flows, and navigation patterns. IFML provides a standardized diagrammatic
notation. Although it can be serialized to a textual format, it does not offer a purely
textual representation. However, this thesis tries to represent the web application to the
LLM with prompts. Therefore, this thesis attempts to develop a textual representation
that is promptable and differs from this work.

• Karu et al. [52] introduce a textual domain-specific language (DSL) for UI modeling.
This introduced approach is model-driven. This method defines a high-level, formal
syntax that defines the UI’s structural elements and dynamic behaviors. The structural
elements consist of layout, visual components, and data bindings. Meanwhile, dynamic
behaviors encompass user interactions and event handling. This proposed syntax
ensures modularity and reduces the inconsistencies across different UI components.
This contribution is beneficial in bridging the gap between abstract design and concrete
implementation. This study proposes a textual representation to model the web UI
components. Still, it is essential to use a modeling language that is easily recognizable
by LLM, leverages the intelligence of the LLM, and reflects a sequence of actions. This
thesis tries to develop a textual representation that tackles these objectives.

3.1.2. Event Driven Approach

• Silva et al. [53] designed a domain-specific language to specify interaction scenarios for
a web-based graphical UI. Their approach focuses on capturing the sequence of user
actions and system responses formed with these interactions. Therefore, this approach is

8



3. Related Work

event-driven. Also, it incorporates model-driven principles but is considered primarily
event-driven. This work is essential in reflecting the sequence of user interactions and
corresponding actions and encompassing several UI component structures. Although
this study combines an event-driven approach with a model-driven approach to a
certain extent, for this thesis, it is necessary to develop a modeling language that clearly
defines web component attributes and is easily recognizable by the LLM.

3.1.3. YAML vs JSON: Efficiency for LLMs

• Livshitz [54] researches to compare whether YAML and JSON are more efficient for
LLMs. According to the research, when YAML is used to describe the components
within a prompt, the response time is approximately 5,200 ms, whereas JSON results
in a response time of 7,266 ms for the same semantic descriptions. According to the
research, the reason for this difference is that YAML reduces the number of tokens and
characters required in the prompt. In contrast, JSON’s use of curly brackets increases
token density. Additionally, YAML is more suitable for representing natural language
structures and preferable for LLM prompting. While both YAML and JSON yield
semantically similar responses, YAML is more advantageous, ensuring correctness
while significantly reducing response time. Therefore, YAML is the more efficient
format for structuring prompts in LLM interactions.

3.2. Dynamically Manipulating Browser-based Web Applications

• Franklin et al. [55] work on dynamic content manipulation in browser-based web
applications. This work uses jQuery and CSS selectors for this objective. This work
examines the mechanisms and methods of jQuery for DOM manipulation, and CSS
selectors are used to target and dynamically style web elements. These methods enable
efficient content updates and animations to significantly improve user experience. In this
thesis, web elements shall be highlighted to provide user guidance. Therefore, dynamic
manipulation of web elements is required, and the proposed methods examined in this
study can be used and extended.

3.3. Developing Business Applications based on LLM

• Kale et al. [56] build intelligent systems with OpenAI API and try to examine practical
methodologies to leverage the technology. Moreover, this work highlights the best
practices in prompt engineering and API integration and addresses the corresponding
challenges. This study is a valuable framework for developers and researchers who
work on generative artificial intelligence and develop applications based on it. This
thesis develops a chatbot application based on LLM, and this study provides guidelines
and examples that benefit this thesis.
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3. Related Work

• Hansmann et al. [57] work on integrating LLM-based chatbots into the design thinking
process and collaborative decision-making. In this study, the OpenAI API enables the
interaction between the application and the LLM. The developed chatbot application
can produce contextually relevant suggestions and interactive guidance to improve
the overall design process using OpenAI API. In this thesis, the objective is to create
an LLM-based chatbot as well, but both the domain and the objectives of the chatbot
application are different.
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4. Methodology

This chapter first introduces the methodological framework and explains each step of method-
ology that has been performed. After defining the framework, each research and work is
explained in detail. Then, the chapter focuses on the methodologies used to obtain quantitative
and qualitative results and the evaluation methods used.

4.1. Methodological Framework

The main product this study is trying to develop is an LLM-based chatbot application that
provides virtual assistance and guidance to users. This section briefly explains all the steps
performed throughout the study chronologically to give an overview of each step and explain
how these steps led to the development of the main objective.

Just like in the development of every software application, the first requirement is to define
the objectives and requirements of the application. Therefore, the project’s requirements
are discussed with the project supervisors from Rohde & Schwarz. After defining both the
requirement and objective, a prototype proposal is prepared to mock the view and the use
case of the chatbot application. This proposal will be presented and explained in the following
section.

Following the completion of the prototype proposal, work on the theoretical foundations of
the chatbot application has started. First, a methodology to define the web UI application
in a textual representation has been investigated, and a grammar that describes all the web
components and is understandable by the LLM is proposed. After defining certain parts of
the web application with the proposed grammar, the understandability of the grammar is
evaluated by conducting a relevant experiment.

Subsequently, a format that defines UI instructions is prepared. Special consideration
is taken for this format to encapsulate the necessary user instruction and the identifier of
the web component to be highlighted in the web application’s UI. Afterward, a method to
systematically extract these instructions and capture the relevant groups of this format is
implemented. A prompt format for the LLM is prepared that encapsulates the web application
definition with the proposed grammar, the special format for UI instructions, the current
page information, and the user’s input prompt. Then, the generation of UI instructions from
the textual LLM output is measured by conducting a relevant test.

Thereafter, as the chatbot application must understand whether a web component is visible
on the current web page, a method to check the visibility is searched. Also, a technique to
dynamically change the border color of a web application is investigated.

Following the research and developed methods, the architectural aspect of the chatbot
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application is designed. All the necessary components required for the chatbot application,
their functionalities, their interactions with each other, and how they function with each
other are defined. Moreover, an algorithm for user guidance, according to the list of steps of
instructions received and the user’s interactions with the web application, is designed.

With the completion of all research and design phases, the chatbot application is developed
by considering the software design principles and patterns. Then, it is integrated into the
main web application. The usability of the chatbot application is assessed by conducting
interviews with defined target groups from Rohde & Schwarz.

4.2. Requirements of the Chatbot Application

The defined requirements and objectives of the chatbot application are:

• Implementing a chatbot application with a UI like a messaging application.

• The chatbot must be interacting with the LLM.

• Implementing a dual mode of ‘Chat Mode’ and ‘User Guidance Mode.’ In the ‘Chat
Mode,’ the chatbot accepts textual user prompts, and in the ‘User Guidance Mode,’ the
chatbot guides the user according to the prompts.

• In the ‘Chat Mode,’ after the chatbot receives the necessary steps from the LLM, all the
required steps shall be displayed to the user as a list of instructions.

• After viewing all the necessary steps, the user may switch to the ‘User Guidance Mode’
by pressing a button in the chatbot application.

• In the ‘User Guidance Mode,’ the current step of instruction shall be displayed to the
user like a message in the chatbot. Also, the current web component of the current step
must be highlighted in the web application to draw the user’s attention.

• The chatbot application must guide the user until the last instruction or until the user
turns off the guidance mode.

• The chatbot application must continue to guide the user even if the user does not follow
the instructions as expected or makes an error.

• The design elements of the chatbot application shall be compatible with the other design
elements of the web application.

• The OpenAI’s GPT-4o mini shall be used as the LLM. This model is deployed on
the Microsoft Azure instances that are owned by Rohde & Schwarz, and its API is
configured for LLM-based application development. Also the default temperature value,
1.0, shall be used to balance the randomness of the application.
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4.3. Prototype Proposal

The UI and user experience are among the main concerns of this thesis. Therefore, before
the implementation of the real prototype, a proposal for the design has been prepared to
meet the requirements of the user experience. This section explains the prototype proposal by
giving details about the requirements and explaining them visually through the images from
the proposal.

As a general requirement, it is essential for the chatbot application to provide user guidance
conveniently. The user shall understand the instructions clearly through the written user
instructions. Also, the choice of color is essential for highlighting the elements related to
the current step. The color of choice shall draw the attention of the user, and it shall be
distinguishable from the different component colors of the web application.

Moreover, this chatbot application has two phases for the customer: ‘Chat Mode’ and ‘User
Guidance Mode.’ The first phase is the interaction of the user with the chatbot, where the
user enters his/her prompts to the chatbot, and the chatbot returns the list of steps to be
achieved from the current web page. The second phase consists of highlighting the element in
the web page and displaying the current user instruction textually to the user. This separation
of phases is especially considered in the design because the list of steps of instructions may
be clear enough for the user to perform the prompted actions and enables the user to just
view the necessary steps or be guided throughout the execution.

The example flow of the application is described below, including the actions performed
and images displaying the prototype proposal. Changing the application’s background color
serves as an example use case.

In Figure 4.1, the user types the prompt to be performed.
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Figure 4.1.: Prototype Proposal: Chat Mode Send Prompt

In Figure 4.1, the user presses the send button to send the prompt. In Figure 4.2, the chatbot
displays all required steps. The user shall activate user guidance mode if instructions are not
clear enough.

Figure 4.2.: Prototype Proposal: Display List of Instructions
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In Figure 4.2, the user clicks the ‘Activate User Assistance Mode’ button. After the activation,
in Figure 4.3, the chatbot displays the required step and highlights the element, which is the
hamburger button on the top left.

Figure 4.3.: Prototype Proposal: Highlight Hamburger Button

In Figure 4.3, the user clicks the hamburger button, and the menu is expanded. In Figure 4.4,
the chatbot displays the next required step and highlights the relevant element, which is the
‘Settings Button.’
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Figure 4.4.: Prototype Proposal: Highlight Settings Button

In Figure 4.4, the user clicks the ‘Settings Button,’ and the ‘Settings’ page is opened. In
Figure 4.5, the chatbot displays the next required step and highlights the relevant element,
which is the ‘Color Set Dropdown,’ and notifies the user that all steps of instructions are
completed.

Figure 4.5.: Prototype Proposal: Display that All Steps are Completed
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4.4. Grammar Definition for UI Components

This section investigates an approach to describe the web UI application in a textual repre-
sentation. To achieve that, a grammar that defines the UI components is proposed, and the
attributes of the grammar are described. While describing the proposed grammar, it also com-
pares and contrasts the ‘Model-driven’ and ‘Event-driven’ based web UI representations and
grammar definition examples and tries to gather their desired properties while constructing
the newly proposed grammar.

4.4.1. Compare and Contrast Model-driven and Event-driven Approaches

The ‘Model-driven’ approach encapsulates the individual use cases and the web components
that are interacted with. Based on the investigated examples, the use cases are explicitly
defined, and web components’ do not contain any field or attribute related to their use case.
Instead, the use case serves as a container that encompasses the associated web components.
Moreover, navigation and connections between the related web components are explicitly
defined. In this approach, use cases are state machines, and the components associated with
them are the individual states.

The ‘Event-driven’ approach tries to capture user interactions and corresponding events.
Therefore, based on the researched examples, each web component is described with initial
states, forwarded states, and relevant transitions. Navigation between the web components
is not directly defined like a connection, instead is defined as state transitions, so it is more
challenging to represent. In this approach, each component is a state machine on its own,
and these state machines are connected to each other.

The main objective of both of these approaches is to facilitate internal communication
within a company, such as engineering, product management, and user experience research,
between the different teams. These approaches were proposed long before the development
of LLMs. Therefore, these approaches highlight certain use cases or web components, and
they do not have any objective regarding leveraging the intelligence of the LLMs or making
their descriptions interpretable.

4.4.2. Proposed Grammar Objectives and Attributes

Several main objectives are defined for the proposed grammar, and specific attributes are
added to meet these objectives. Some objectives and attributes are derived from the ap-
proaches that are explained in Subsection 4.4.1, and some are added to leverage the intelli-
gence of the LLM.

The grammar shall include the attributes of the relevant web UI components. These
attributes can be the type of the component, the children components the component contains,
the action performed by the component when the user interacts with it, and many more. Also,
navigation from and between the components shall be explicitly defined. This property is
essential to determine the transitions between the components. Moreover, the grammar shall
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be able to identify each component with a unique identifier to distinguish each component
from the others.

This thesis aims to describe the web UI to the LLM, so it is critical to make the grammar
and definitions of the web UI understandable by the LLM. Also, as LLMs can understand
many relations or hidden patterns in the prompt, explicitly defining every property of the
components is not necessary. It is beneficial to leverage the intelligence of the LLM to reduce
redundant definitions. Therefore, the time needed to define the web application may be
significantly reduced.

The web application’s UI will be prompted to the LLM by using the proposed grammar, so
it must be represented in a structured textual format, and it is crucial to select a format that
is easily processable by the LLM. Two structured data formats that are considered are YAML
and JSON, as both of these data structures can cope with the objectives and attributes of the
grammar, and both of them are able to textually represent web UI layout and components.
Previous research [54] highlights that when YAML is used to describe the components
within a prompt, the response time is less than when JSON is used, while both of them yield
semantically similar responses. YAML is more advantageous as it ensures correctness while
significantly reducing response time, and is a more efficient format for structuring prompts.
Therefore, YAML is chosen to represent the proposed grammar.

4.4.3. Grammar Fields

The grammar intends to represent components’ attributes according to the objectives in
Subsection 4.4.2. Therefore, several mandatory and optional fields are defined to represent
these attributes. In Figure 4.6, the proposed grammar is given with mandatory and optional
fields. The mandatory fields are given in Table 4.1.

Table 4.1.: Mandatory Fields and Definitions

Field Description

ID The distinct identifier that uniquely defines the component.

ComponentUserName The name that specifies the component to the client.

ComponentSelector The component’s selector to identify the element on the web UI’s
HTML page.

Path The URL path where the component resides.

ComponentType The type of the component, such as button, text, dropdown, etc.

Several optional fields are proposed to encapsulate details regarding the web components.
These fields are marked as nullable fields because they are not required to be added for
every component. Several of these fields may or may not be null according to the type of the
defined component. Several notable fields that are optional are given in Table 4.2.
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Table 4.2.: Optional Fields and Definitions

Field Description

Label The visible text that is included in the component.

Description The reference to a user assistance or help documentation if a document
is provided.

UserAssistanceID The component’s selector to identify the element on the web UI’s
HTML page.

IsGlobalView The boolean value that highlights whether the component is visible
from every web application page.

IsExpandable The boolean value that emphasizes whether the component may be
shrunk or expanded.

CanBeDisabled The boolean value that reflects that the component may be disabled or
enabled.

Attributes The specific details about the component according to the component
type.

Several base components, such as button, div, dropdown, etc., are defined to reduce replica-
tion. They include a field that defines the user’s action to interact with these components. If a
subcomponent’s type is one of these base components, the relevant user action is automatically
inherited from the definition, so this field is reused for each newly defined subcomponent.
The defined base components are given in Figure 4.7.

19



4. Methodology

Figure 4.6.: Proposed Grammar Definition

Figure 4.7.: Base Components’ Grammar Definition

This proposed grammar’s understandability by the LLM is evaluated in the following
chapter. After the evaluations, the web application is defined by using this proposed grammar
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and is integrated to the chatbot application codebase. The example for definitions of several
web components with the proposed grammar are demonstrated in Figure 4.8 and Figure 4.9.

Figure 4.8.: Definition of the Hamburger Button and the Menu Section with the Grammar
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Figure 4.9.: Definition of the Color Set Components with the Grammar

4.5. Generating UI Instructions from the LLM

Section 4.4 describes the proposed grammar that describes the web application and is
necessary to feed the LLM. This section switches focus to generating UI instructions according
to the prompt from the LLM. These instructions are necessary for both highlight the necessary
web elements in the web application through the user guidance and textually displaying
the instructions to the user. In this sections, first, an appropriate textual format for the UI
instructions will be described. Afterward, the way this format is described to the LLM, and a
method to extract these instructions from the textual output are elaborated.

4.5.1. Textual Format for UI Instructions

In user guidance, it is crucial to highlight the necessary elements in the web application and
display the textual instructions to the user in the chatbot view. Therefore, a specific format
shall be specified to encapsulate both objectives.

The robotic process automation is explained in Chapter 2 referencing the Robot Framework.
In the Robot Framework language, for a browser-based web application, each step comprises
an action for the step and a CSS selector to identify the web component. As Robot Framework
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language is used extensively in robotic process automation and graphical UI tests for browser-
based web applications, it is helpful to follow a similar textual format to describe the necessary
UI instructions for the user and specify the corresponding elements.

In the proposed textual format, a single step is composed of three main parts respectively:
the action to be performed by the user, the name of the web UI element, such as Settings
Button, Color Dropdown, etc., and the CSS selector of the web UI element. This textual
format shall be prompted to the LLM so that the necessary steps of instructions can be
returned according to this specified format. Specifying these fields in plain text without
special characters or markers confuses the LLM, as the prompt describes this format with in
context learning. It is convenient to wrap this format in special characters and markers to
enforce this format to LLM. Therefore, the LLM can understand the necessary attributes, and
generate each step according to them in the proposed grammar described in Section 4.4.

The textual format with special characters is:

$$$`ComponentUserAction ComponentUserName`=`ComponentSelector`$$$

These special characters are chosen because the $ , = , and ` characters will not be
included in the values of the ComponentUserAction, the ComponentUserName, and the
ComponentSelector.

An example step according to this proposed textual format is:

$$$`Press Test Environment Tab Button`=`bh-ra-scroll-cell:nth-child(1)`$$$

4.5.2. Prompt LLM with the Proposed Textual Format

The textual format is proposed in Subsection 4.5.1, but to receive each necessary step with
this textual format, the LLM shall be explicitly prompted, so that it can return responses and
instructions obeying this textual format.

The prompt that is used for this purpose is:

Return format shall be like
$$$‘ComponentUserAction ComponentUserName‘=‘ComponentSelector‘$$$.
Please only return the steps like this format and do not forget to add triple $ sign.

The triple $ sign is expressed twice in the prompt because this character combination is
essential to mark each step’s beginning and end. As LLMs have an indeterministic nature, it
is beneficial to highlight the necessity of these signs in the prompt. In several prompts that do
not mention this requirement, the $ sign is not added to the response, so it is reemphasized
in the last sentence of the prompt.

4.5.3. Extracting UI Instructions from LLM’s Textual Output

The proposed textual format to describe each step is prompted to the LLM with the prompt
explained in Subsection 4.5.2. The major problem encountered is that LLMs have a probabilis-
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tic nature. Although the textual format is explicitly defined above, the LLM may change the
` character to ’ , “ , or an empty string character and return the steps according to these

changed characters. Therefore, in the chatbot application, directly expecting these characters
for each step may lead to an error, although the returned steps are correct, and the necessary
fields are provided.

Therefore, a regular expression is constructed to capture these slight changes in the textual
format and adapt to them. So, there will not be any interruptions in the flow of the chatbot
application, which will be described briefly in the following chapters, caused by these slight
changes. The constructed regular expression is:

Figure 4.10.: Regular Expression for UI Instructions

In this regular expression, starting and ending a single step with a triple $ sign is necessary.
The ‘ComponentUserAction’ and the ‘ComponentUserName’ must be separated by a single
space character, and the opening character of their composition must be the same as their
closing character, these marker characters are expressed in the regular expression. The
‘ComponentSelector’ must have the same opening and closing characters. An equation mark
separates these two parts with varying numbers of space characters. As the LLM returns the
list of steps of instructions, the global option for this regular expression is set, so that the
regular expression matches each step and not only the first occurrence. Group number 2,
the second parenthesis, captures the necessary user instructions to be displayed, and Group
number 5, the fifth parenthesis, captures the relevant CSS selector. Therefore, both the user
instructions and the identifiers of the web components are extracted.

4.6. Interaction with UI Components in a Web-based Application

This section describes the necessary procedure for the chatbot application to follow to deter-
mine whether a component is visible on the current web page and whether it is component
disabled or not. In addition, highlighting the necessary components is essential for the scope
of the application. Therefore, this section also tackles how the border colors of the component
are dynamically modified and restored afterward by the chatbot application.

Just as discussed in Chapter 2, in a browser-based web application, the current page’s
elements are placed in the current page’s HTML. DOM allows interaction with the web
document and finds whether the element is inside the current HTML page. DOM can be
controlled or modified using the jQuery library. Chatbot application provides a CSS selector
string to the relevant jQuery function to find the corresponding web element. According
to the function’s output, the chatbot application determines whether the web element is
currently visible on the web page. Also, if the element is found, the chatbot application can
decide if the element is disabled or not. For example, the chatbot application can decide
whether a button element is clickable.
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As mentioned in Chapter 2, DOM can be manipulated with the jQuery library and the
relevant functions. To highlight the components for user guidance, the border color and
thickness shall be modified. The chatbot application stores the border style of the component
to be highlighted to restore its style afterward. If the component does not have a border
property, border is created to highlight the component, and is cleared afterward. Then, the
chatbot application changes the component’s border with the specified color and thickness
using the relevant jQuery function so the component becomes highlighted. To remove the
highlight, the border style of the component is restored.

4.7. Architecture Overview

This section describes the design of the chatbot application, defines all the subcomponents,
and explains the interfaces between the components and the data they exchange. Figure 4.11
is the component diagram for the overall architecture and visualizes the components with
their interfaces.

The chatbot application has two main components: the ‘Chatbot Popup View’ and the
‘User Assistance Service’.

The ‘Chatbot Popup View’ is a popup view that has an UI similar to a messaging application.
The user can type their prompt into the popup, and all the required user actions are listed,
and in the guidance mode each relevant step is displayed. The prototype proposal is included
in Section 4.3 and the captures of the real implementation will be included in the following
sections.

The ‘User Assistance Service’ is the component that performs the necessary operation
to communicate with the LLM and achieve the user guidance. This service contains three
sub-components: the ‘Prompt Agent’, the ‘Instruction Adapter’, and the ‘Instruction Agent’.

The ‘Prompt Agent’ is the component that interacts with the LLM. It receives the textual
prompt that the user typed from the ‘Chatbot Popup View’, wraps the user’s prompt with
the description of the web application by using the grammar defined in the previous section,
the current page information, and the textual format to receive the responses from the LLM.
Then, it sends the structured prompt to the LLM, and they are passed to the ‘Instruction
Adapter’. An example for this structured prompt will be given in the following sections

The ‘Instruction Adapter’ is the component that converts the received response from the
LLM to a set of user instructions and query selectors for HTML elements. Also, it verifies
whether the returned result is in a valid format. These converted instructions are passed to
the ‘Instruction Agent’.

The ‘Instruction Agent’ can be considered as the most innovative component that performs
user guidance. After receiving the instructions, it first tries to find the necessary step of
instruction to guide the user, by checking the visible elements in the current page view.
According to the user’s interaction with the web application, it iterates the instructions and
finds the corresponding next step. Even when the user performs a faulty interaction with
the web application, it can find the correct step. In case the component in the current step is
disabled or not configured, it communicates to the ‘Prompt Agent’ how to enable or configure
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this component, and the ‘Prompt Agent’ communicates with the LLM. Further details of the
user guidance algorithm will be given in depth in the following section. According to the
current step, the ‘Instruction Agent’ interacts with the ‘Chatbot Popup View’ to display the
user instruction and interacts with the web application to highlight the necessary element on
the web page. Both finding the element and changing the border color are achieved via the
jQuery functions with the CSS selectors, as described in the previous section.

«Component»

CMSquares (Web UI App)

  «Component»
  Chatbot Application

  «Component»
  User Assistance Service

«Component»
Prompt Agent

«Component»
Instruction Adapter

«Component»
Instruction Agent

LLM

«Component»
Chatbot Popup View

Figure 4.11.: Component Diagram for the Chatbot Application
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4.8. Algorithm for User Guidance

This section introduces the actions performed and taken by the ‘Instruction Agent’ and
different states that the agent transitions according to different conditions. Also, this section
tries to briefly explain the details of how the user is guided according to the provided steps of
instructions. Figure 4.12 is the state machine diagram for the algorithm of the user guidance
and visualizes the steps described below.

In the beginning, the ‘Instruction Agent’ stays in idle mode and waits for steps of instruc-
tions. After receiving the list of instructions, the ‘Instruction Agent’ sets up the event listeners
for the web document to capture the document events from the user, such as clicking on
any part of the page or pressing the keyboard keys. After the setup, the agent iterates from
the end of the list and tries to find the achievable instruction step. The purpose of iterating
backward is to find the closest achievable step toward the target step; therefore, the user
won’t need to perform redundant instructions. The agent can understand whether the step is
achievable by using the jQuery function and the CSS selectors to check whether the related
element is visible on the current web page. If the current step is not found, although the
list has been traversed, the ‘Instruction Agent’ communicates with the ‘Prompt Agent’ for a
recalculation. Also, if the current step is found but the element is disabled, the ‘Instruction
Agent’ communicates with the ‘Prompt Agent’ to ask how to enable the element in the current
step. As another edge case, if the last instruction, finish instruction, is the current step, the
user guidance is finished, and an exit message is displayed to the user.

If these edge cases are not the case, the desired execution of the user guidance is started.
The element related to the current step is highlighted, and the user instruction is displayed in
the popup view. When the user interacts with the UI, the event is captured, and the agent
tries to find the new current step. It first checks whether the element in the next step is visible.
If the element is not visible, it checks whether the element in the current step is still visible,
and if it is visible, it continues to highlight the same element. If it is also not visible, then the
agent understands that the user accidentally changed the view of the application. Therefore,
just like in the initial calculation step, it traverses the steps of instructions backward and
tries to find the current step. Also, it communicates with the ‘Prompt Agent’ if necessary,
as mentioned in the previous phase. If the element in the next step is visible, the current
step is set to the next step. If it is not disabled, this element is highlighted, and the new user
instruction is displayed in the popup. Otherwise, the ‘Instruction Agent’ communicates with
the ‘Prompt Agent’ about how to enable it.

If the current step is the last instruction, finish instruction, the user guidance is finished by
slowly removing the element’s highlight and displaying an exit message to the user. As the
user guidance is finished, the event listeners for the web document are cleared and removed.
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Figure 4.12.: Instruction Agent Finite State Machine Diagram

4.9. User Interaction and Application Flow

This section introduces the user’s step-by-step interaction with the chatbot application. All
details regarding the user’s interaction with the application will be provided, and the internal
processes in the application and the communication between the components that happen
afterward will be explained. Figure 4.13 is the sequence diagram that visualizes the user’s
interactions and corresponding internal processes.

The user clicks the chatbot application icon from the web application’s top bar. The popup
view of the chatbot application is opened with a greeting message and is ready to take

28



4. Methodology

prompts from the user. The user types the prompt, and then the popup view of the chatbot
application sends the text to the ‘Prompt Agent’.

The ‘Prompt Agent’ structures and wraps the user’s prompt by adding extra information,
such as the web application description with the proposed grammar and path of the current
page. Then, the ‘Prompt Agent’ sends the structured prompt to the LLM, and the LLM
calculates the necessary instructions to be performed to guide the user in the web application.
After receiving the response from the LLM, the ‘Prompt Agent’ checks whether the returned
response from the LLM matches the required format by using the ‘Instruction Adapter’. It
communicates with the LLM using the same structured prompt if it does not match and
continues sending the structured prompts until a certain error threshold. If the error threshold
is exceeded, the ‘Prompt Agent’ stops sending the prompts to the LLM, and an error message
is displayed in the popup view. If the returned response from the LLM matches the required
format, the response is passed to the ‘Instruction Adapter’.

The ‘Instruction Adapter’ converts the response to a set of user instructions and CSS
selectors. The converted steps of instructions are then passed to the ‘Instruction Agent’.

The ‘Instruction Agent’ performs the necessary user guidance steps after receiving the set
of user instructions and CSS selectors. The steps to be performed by the ‘Instruction Agent’
are explained in detail in the previous section, the ‘Algorithm for User Guidance’. After the
algorithm is completed, an exit message is displayed in the popup view, highlighting that all
necessary steps have been completed.
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Figure 4.13.: Sequence Diagram for User Interaction and Internal Processes

4.10. Implementation of the Prototype

This section introduces the implementation details of the chatbot application. First, it
introduces the pseudo-codes of the main functionalities and routines of the components.
Afterward, this section gives insights into specific considerations that are made to improve
the performance and efficiency of the application.
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4.10.1. Design and Implementation of Algorithms

The pseudo-codes regarding the functionalities and routines of the architectural components
are defined in this section. Several details regarding the implementation are omitted in order
to keep the focus on the functional logic of the components and the interactions between the
components. Functions regarding the visibility of the components, whether they are disabled
or not, and highlighting are achieved through jQuery functions.

In Algorithm 1, the user prompt, which has a string type, is provided as an input. There is
an internal prompt stack that the ‘Prompt Agent’ uses to store the prompt of the user, and if
any web component in one of the instruction steps is disabled and need configuration, a new
prompt to configure it is inserted to the top during the execution. If the function is called
with a non-empty input, it means that either input is from the user or from the ‘Instruction
Agent’ to enable a component, and it is placed at the top of the stack. A combined prompt
is generated by using the web application definition with the proposed grammar, current
page information, the UI instruction format explanation, and the prompt at the top of the
prompt stack. Both the web application definition and the UI instruction format are statically
coded in the source code. The generated prompt is sent to the LLM, and the returned textual
format is checked by using the method of the ‘Instruction Adapter’. In case it does not adhere
to the expected format, it means that the LLM did not generate the required steps because
the prompt is unachievable in this web application, or an error is encountered because of its
indeterministic nature. To ensure that this prompt is not achievable, the same prompt is sent
until the error threshold is exceeded. In case the returned response adhere to the expected
format, it is passed to the ‘Instruction Adapter’ to convert to UI instructions.
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Function receiveUIInstrs(textUserPrompt):
if len(textUserPrompt) > 0 then

this.promptStack.append(textUserPrompt);
end
if len(this.promptStack) == 0 then

return;
end
curPrompt← this.promptStack.top();
currentPage← getCurrentWebPagePath();
combinedPrompt← generatePrompt(APP_DEF, UI_INSTR_FORMAT, curPrompt,
currentPage);

llmResp← await sendPromptToLLM();
if instructionAdapter.isRespFormatCorrect(llmResp) == False then

if this.errCounter ≤ ERR_THRESHOLD then
this.errCounter ← this.errCounter + 1;
receiveUIInstrs();

else
notify error;

end
else

instructionAdapter.convertRespToUIInstr(llmResp);
end

Algorithm 1: Prompt Agent’s Routine

In Algorithm 2, the function’s input is the LLM response obtained from the ‘Prompt Agent.’
The statically coded regular expression is used to extract both the list of user instructions and
web component selectors from the provided input. After collecting all of them into separate
lists, they are passed to the ‘Instruction Agent’ to execute the user guidance algorithm.

Function convertRespToUIInstr(llmResp):
if len(llmResp) == 0 then

return;
end
userInstrsList← [];
webCompSelectorsList← [];
while ((uiInstrMatch = this.uiInstrRegex.exec(llmResp))! == null) do

userInstrsList.append(uiInstrMatch.userInstr);
webCompSelectorsList.append(uiInstrMatch.webComponentSelector);

end
instructionAgent.execUserGuidanceAlgo(userInstrsList, webCompSelectorsList);

Algorithm 2: Instruction Adapter’s Routine
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In Algorithm 3, the event listeners are set to capture document events, such as clicking and
entering an input. Afterward the user guidance algorithm has started its execution as a main
routine, and it continues its execution until the guidance for the user’s prompt is completed.
This part of the algorithm is the implementation of the logic that is explained in details in Sub-
section 4.8. In highlightWebComponent(...) function, if the provided input element is currently
not highlighted, its original border color CSS properties are stored inside an internal map, and
its border is changed to the highlight color. In removeHighlightWebComponent(...) function,
if the element is currently highlighted, its original CSS border properties are restored by using
the internal map. The f adeHighlightWebComponent(...) is similar function, but the element’s
color slowly fades away, and removeHighlightWebComponent(...) function is called at the end.
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Function execUserGuidanceAlgo(userInstrsList, webCompSelectorsList):
setDocumentEventListeners();
this.currentStepInd← −1;
while len(promptAgent.promptStack) > 0 do

while document not clicked && not f irst iteration do
do nothing;

end
if this.currentStepInd >= 0 then

removeHighlightWebComponent(webCompSelectorsList[this.currentStepInd]);

end
this.currentStepInd← findCurrentStepIndex(webCompSelectorsList);
if this.currentStepInd == −1 then

promptAgent.receiveUIInstrs();
else

if compDisabled(webCompSelectorsList[this.currentStepInd]) then
promptAgent.receiveUIInstrs("Enable " +
webCompSelectorsList[this.currentStepInd]);

end
displayUserInstrInChatbotPopupView(userInstrsList[this.currentStepInd]);
highlightWebComponent(webCompSelectorsList[this.currentStepInd]);
if this.currentStepInd == len(webCompSelectorsList)− 1 then

fadeHighlightWebComponent(webCompSelectorsList[this.currentStepInd]);

promptAgent.promptStack.pop();
if len(promptAgent.promptStack) == 0 then

displayAllInstructionsCompletedInChatbotPopupView();
return;

else
promptAgent.receiveUIInstrs();

end
end

end
end

Algorithm 3: Instruction Agent’s User Guidance Routine

In Algorithm 4, the objective is to determine whether the component is visible in the
currently viewed page. Therefore, if this function is not called for the first time, and there is a
previous step that has been found, visibility of the web component in the next step is checked.
If it is not visible, it is interpreted that the user did not performed the instruction provided,
so the visibility of the previously highlighted component is checked. If it is also not visible,
it can be inferred that the user changed the view completely, so the list of instructions are
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traversed backwards, and the corresponding visible component is found. The same procedure
is applied if this function is called for the first time. The main reason the list is traversed
backwards is to find the step closest to the final step.

Function findCurrentStepIndex(webCompSelectorsList):
if this.currentStepInd >= 0 then

if compVisible(this.currentStepInd + 1) then
return this.currentStepInd + 1

end
if compVisible(this.currentStepInd) then

return this.currentStepInd
end

end
stepInd← −1;
for i = len(webCompSelectorsList)− 1 to 0 do

if compVisible(i) then
stepInd← i;
break;

end
end
return stepInd;

Algorithm 4: Instruction Agent’s Find Current Step Routine

4.10.2. Special Details and Considerations for Implementation

Prompt Sent by the Prompt Agent

The OpenAI API supports two types of prompts: system and user prompts. In the imple-
mentation of the ‘Prompt Agent’, the system prompt contains the initial message from the
application to inform the LLM about the use case, the web UI description with the proposed
grammar, and the format of the UI instructions. On the other hand, the user prompt contains
the input that is typed by the user and the current web page that the user views, which is
fetched by the chatbot application. The system and the user prompt are sent together by the
‘Prompt Agent’.

Figure 4.14 displays the prompt that is sent to give introductory instructions to the LLM
and adapt it to this certain use case.

Figure 4.14.: Initial Prompt

Figure 4.15 displays the prompt that contains the description of the web application with
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the definition of the UI instruction format. The web application is not included in the image
because of its length, but several parts of the descriptions are presented in Figure 4.8 and
Figure 4.9.

Figure 4.15.: Web App Description Prompt

Figure 4.16 visualizes the prompt that contains the current page information and requests
the shortest path of instructions from the current page.

Figure 4.16.: Current Page Prompt

Figure 4.17 presents the format of the system prompt.

Figure 4.17.: System Prompt

Figure 4.18 demonstrates the format of the user prompt.

Figure 4.18.: User Prompt

Request Recomputation of Steps

The ‘Request Recomputation of Steps’ is an essential part of the algorithm to be considered,
as this prompt is not taken from the user, and the necessary prompt is generated from the
chatbot application. There are two reasons for this to be requested. If all steps of instructions
are traversed and none of the elements in these instructions are visible on the current web
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page, the recomputation of steps is requested. Another reason for this request is if an element
in a step is visible but disabled. A common approach is designed to cover both cases. As
it is crucial to not forget the original prompt that the user typed, the chatbot application
contains a prompt stack that contains both the original prompt from the user and the prompt
generated by the chatbot application. The prompt generated by the user is always the bottom
prompt in the prompt stack, and the chatbot application continues its execution until the
prompt stack is not empty.

The logic in implementing a solution for the first reason for the ‘Request Recomputation
of Steps’ is more straightforward. When no element is found from the instruction steps on
the current page, it means that LLM did not generate the correct instruction steps. The most
likely reason for this problem is the indeterministic nature of the LLMs. Therefore, it is logical
to send the previous prompt to the LLM and accept the correct response. So, the prompt at
the top of the prompt stack is sent to the LLM, and new calculations are made according to
the returned response.

Implementing a solution for the second reason for the ‘Request Recomputation of Steps’
is trickier. As the element in the current step is disabled, enabling this element is required,
but it is impossible to know which elements are disabled before finding the element on the
web page. So when a necessary element for an instruction step turns out to be disabled,
a prompt to enable it is sent to the LLM to receive instruction steps. To perform this, the
‘Instruction Agent’ communicates with the ‘Prompt Agent’ about the disabled element, and
then the ‘Prompt Agent’ constructs a new prompt to enable this element with the current
page information and places it at the top of the prompt stack. This newly constructed prompt
is sent to the LLM to receive the new instruction steps. After the user guidance is finished
enabling the element, this prompt pops from the top of the stack. The prompt that is at the
top of the prompt stack is the previous prompt, and it is sent to the LLM with the current
page information, and the new instructions steps are calculated again to perform the user’s
prompt. Also, this prompt stack maintains a structure to perform user guidance for multiple
disabled elements recursively, as it stores the previously constructed prompts.

Minimizing Communication with the LLM

This chatbot application is functional by using the LLM, and it can perform user guidance
according to the responses returned. Each prompt sent causes an inevitable network delay
and computational delay from the LLM. Each delay causes temporary freezes in the chatbot
application, and to make the user experience as smooth as possible, it is essential to minimize
communication with the LLM and communicate only when necessary.

To minimize the communication, the ‘Instruction Agent’ uses the user guidance algorithm
to find the necessary steps according to the returned steps of instructions. The algorithm
is implemented mainly to find the current step according to the list of returned steps and
not ask each step to the LLM. Communication with the LLM after the initial prompt only
occurs if the necessary step cannot be found or the element in the current step is disabled.
This significantly reduces the delay of execution and increases the user experience as there
are only a few temporary freezes.
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Specifying the Current Page

A web application may have multiple paths to navigate to a specific web page. Therefore, it is
essential to specify from which page the user tries to perform the prompted action to reach
the target. So, the chatbot application must pass on information regarding the current web
page. The path variable in the URL is used to define the web page. Also, in the proposed
grammar, it is easy to define which web elements are located in the given path of the URL.
The paths of the web elements are also declared in the grammar for the web application
definition. The current page information is sent to the LLM by the ‘Prompt Agent’ to receive
the list of instructions from the given current page. This enables receiving the correct steps of
instructions from the LLM with the provided prompt, as the LLM can calculate the necessary
path from the current page. This chatbot application is designed to work with a browser-based
web application, so the ‘Prompt Agent’ uses the ‘window’ object, which is built into TS, to
fetch the path name of the current URL viewed on the browser.

Prompt Error Handling

In the chatbot application, both the user and the LLM may have unpredictable behaviors.
The user may ask for a prompt irrelevant to the current web application definition, the LLM
may not be able to calculate the necessary steps of instructions in the first iteration, or it may
return a response that does not match the expected response format. As there is more than
one unpredictable behavior, a general solution that covers all these cases is implemented.
Because of the unpredictable behaviors, displaying an error message directly to the user in the
first error is inappropriate, and several tries shall be made to ensure an error is encountered.

In all three unexpected behaviors, the returned response from the LLM is guaranteed
to not match the response format, and the ‘Prompt Agent’ interacts with the ‘Instruction
Adapter’ to verify if the returned response format is valid, as explained in the previous
section. The ‘Prompt Agent’ contains an internal counter to count the consecutive requests
made to the LLM. If the returned response does not match the response format, the ‘Prompt
Agent’ understands that an error is encountered, so the internal counter is incremented. If the
error threshold is not exceeded, the ‘Prompt Agent’ communicates with the LLM and sends
the same prompt to the LLM again; otherwise, the error message is displayed to the user. The
main reason to use such a threshold value is to minimize the likelihood of error caused by
the LLM but increase the probability of returning an error message if the requested prompt
by the user is irrelevant to the current web application definition.

The threshold value that is used in the implementation is 3. Although several studies and
resources have been researched to find the optimal number, the threshold value may change
according to the complexity of the prompts, and there is no certain answer. According to
the trials that are performed with the implementation, the responses returned from the LLM
become false positives after 3 trials, and steps of instructions are returned even if the prompt
is not achievable. Moreover, each try requires time to complete, and the user experience
degrades after 3 trials as the loading indicator is displayed for a long time. Therefore, the
threshold value is set to 3 in the implementation.
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4.11. Real-Life Prototype and User’s Journey

The chatbot application’s technical aspects and theoretical foundations are described in the
previous sections. This section changes focus to highlight a user’s journey while using the
chatbot application. The screen captures of the chatbot application are included in this section,
along with the user interactions performed. This section aims to give insight into the usage
of the chatbot application by including both desired and undesired interactions by the user
with the web application. The chatbot will have different states and behaviors according to
the user guidance algorithm defined in the previous sections.

In the example given below, the user wants to change the background color of the web
application. The chatbot will guide the user step-by-step.

In Figure 4.19, the user views the top bar of the web application. To open the chatbot
application the user clicks the ‘Assist’ button in the top bar.

Figure 4.19.: Real-Life Prototype: Assist Button to Open Chatbot App

In Figure 4.20, the chatbot is opened with a greeting message. It is ready to accept prompts
from the user.

Figure 4.20.: Real-Life Prototype: Display Greeting Message

In Figure 4.21, the user types the desired prompt. For this use-case the user wants to
change the background color of the application and desires virtual guidance. After typing
the prompt, clicks to the send button to send the prompt.
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Figure 4.21.: Real-Life Prototype: User Types Prompt

In Figure 4.22, the chatbot is communicating with the LLM to fetch the required steps of
instructions. The loading indicator is displayed to the user.

Figure 4.22.: Real-Life Prototype: Display Load Indicator

In Figure 4.23, the chatbot displays all the required steps of instructions. If the instructions
are not clear enough, the user shall activate the user guidance mode so that the user will be
able to view the highlighted components step by step. The user shall click the ‘Activate User
Guidance’ button.
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Figure 4.23.: Real-Life Prototype: Display List of Instructions

In Figure 4.23, the user clicks the ‘Activate User Guidance’ button, and the chatbot has
been changed to ‘User Guidance Mode’. In Figure 4.24, the chatbot displays the required step
and highlights the relevant element. In this step, the chatbot highlights the hamburger button
on the top left and instructs the user to press the button.

Figure 4.24.: Real-Life Prototype: Highlight Hamburger Button

In Figure 4.24, the user clicks on the hamburger button, and the menu is expanded. In
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Figure 4.25, the chatbot displays the next required step and highlights the element. The
‘Settings’ button is highlighted, and the chatbot instructs the user to press the button. Also,
the old instruction, ‘Press Hamburger Button’, is greyed out, and the recent instruction is
displayed in green. Also, in the next steps, only the most recent instructions are displayed in
green, and the old instructions are greyed out.

Figure 4.25.: Real-Life Prototype: Highlight Settings Button

In Figure 4.25, the user accidentally clicks on another part of the web page, and the
menu disappears. The chatbot recognizes that the ‘Settings’ button is no longer visible, and
recalculates the corresponding next step. After the calculation, in Figure 4.26, the chatbot
displays the next step and highlights the element. In this step, the chatbot highlights the
hamburger button on the top left and instructs the user to press the button.
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Figure 4.26.: Real-Life Prototype: Highlight Hamburger Button

In Figure 4.26, the user clicks on the hamburger button, and the menu is expanded. In
Figure 4.27, the chatbot displays the next required step and highlights the element. The
‘Settings’ button is highlighted, and the chatbot instructs the user to press the button.
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Figure 4.27.: Real-Life Prototype: Highlight Settings Button

In Figure 4.27, the user clicks on the ‘Settings Button’, and the ‘Settings’ page is opened.
In Figure 4.28, the chatbot displays the next required step and highlights the element. The
‘Color Set Dropdown’ is highlighted, and the user is instructed to press the button.
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Figure 4.28.: Real-Life Prototype 10

In Figure 4.29, the chatbot displays that all steps of instructions are completed, an continues
to highlight the element.

Figure 4.29.: Real-Life Prototype: Highlight Color Set Dropdown

45



4. Methodology

In Figure 4.30, the chatbot continues to display that all steps of instructions are completed.
After 2 seconds, the highlight color fades and changes to a darker color.

Figure 4.30.: Real-Life Prototype: Highlight Color Fades

In Figure 4.31, the chatbot continues to display that all steps of instructions are completed.
After 2 seconds, the highlight color fades, and the highlight is removed.
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Figure 4.31.: Real-Life Prototype: Highlight Color Disappears

In Figure 4.31, the user clicks on the ‘Stop User Guidance’ button. In Figure 4.32, the user
guidance is stopped, the chatbot changes to the ‘Chat Mode’, and the view is reset.

Figure 4.32.: Real-Life Prototype: Reset Chatbot View
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4.12. Evaluation Methods

This section explains the methodologies used to obtain results for the research questions.
Both the quantitative and qualitative methods used and constructed for this research are
described and explained in detail.

4.12.1. Measuring the Understandability of the Grammar

Modeling the UI components and constructing grammar are key aspects of this thesis. The
proposed grammar and how components are described by using this grammar are described
in detail in the previous sections. To check that the proposed grammar successfully defines
the web application and is understandable by the LLM, several parts of the web application
are described with the proposed grammar. These described parts with different questions are
prompted to the LLM, and the answers of the LLM are manually checked.

Different questions are prepared to check whether the LLM understands the given web
application definition and can answer the relevant questions. The questions are grouped
under two categories: direct questions and navigational questions. The first type of questions
can be answered and interpreted without requiring navigation between the web components.
The answers to these questions can be directly obtained from the definition of the component
or its parent component. The second type of question requires navigation between the web
components. To answer these questions, the LLM must identify which components are visible
on which page and perform necessary navigation between web components and pages.

The definition of the several parts of the web application is manually prepared with
the proposed grammar and prompted to the LLM, and each question is asked about the
corresponding web pages and components. The questions are directly prompted to the LLM’s
browser-based web application. After a set of questions is prompted, the history of the LLM
is cleared, and the same set of questions are asked again. This process is repeated three times
to ensure that the prior prompts do not affect each other and performed measurements are
accurate.

The asked questions are repeated for many web components and web pages that are found
in the web application definition, so to reduce repetition, in the following questions, the web
components’ names are replaced with the letter X, the web pages’ names are replaced with
the letter Y, and specific use cases are replaced with letter Z.

The questions related to the web component’s direct attributes are omitted as they are
trivial to answer for LLM. The asked direct questions are:

1. What is the possible user action for component X?

2. What elements are visible on web page Y?

3. Which component is web component X’s parent component?

4. Is use case Z achievable with component X?

The asked navigational questions are:
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1. If component X1 is visible from the current page, is component X2 visible?

2. From page Y, what are the necessary steps to reach component X?

3. If component X1 is visible from the current page, what are the necessary steps to reach
component X2?

4. If component X can be disabled or enabled, which component can enable or disable it?

4.12.2. Measuring the Generation of UI Instructions from the LLM

Generating UI instructions from the LLM is another key aspect of this thesis. This measure-
ment is implemented by extending the previous measurement. The web application definition
from the previous measurement are reused.

A snippet of code is implemented to send the prompts to the LLM. The returned textual
LLM output is extracted to UI instructions using the method defined in the previous sections.
These instructions and compare the returned instructions with the expected ones. Unlike
the previous measurement, this focuses on test cases that generate UI instructions. Hence,
the prompts in the test cases simulate user prompts and use cases of the web application.
Therefore, although this measurement also measures the understandability of the grammar, it
mainly measures the generation of UI instructions.

Different test cases are defined to test the accuracy of these results with different difficulties.
These test cases contain the user prompt and the current page information. These test
cases are wrapped with the web application definition and sent to the LLM. The returned
instructions are automatically compared with the expected instructions, and the accuracy of
the LLM responses is calculated. Therefore, the success of the generation of UI instructions
can be derived from the result of the test cases.

Unlike the previous measurement, this used the OpenAI API to interact with the LLM
instead of the web application. The chatbot application code is used to interact with the LLM
and generate UI instructions from these outputs, so the OpenAI API is used to achieve it. The
code snippet for this measurement uses the module used in the chatbot application for both
operations. Using this module, the snippet sends the test-case prompts to the LLM and then
compares the obtained UI instructions with the expected results.

For this measurement, use-case scenarios are defined with different difficulty levels.

• Use Case Easy: Change Background Color

• Use Case Medium: Change IPv4 Method

• Use Case Hard: Create Measurement and View Test Results

• Use Case Error: Order a Hamburger, Create an IP Router/ a New Color/ a Movie

The descriptions and requirements of the use-cases are defined in Table 4.3.
The web application definition is prompted to the LLM, but as there is a limitation in the

token size, the web application definitions for the ‘Use Case Easy’ and the ‘Use Case Medium’
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Table 4.3.: Use Cases and Definitions Table

Use Case Description

Easy Requires navigation between web components and pages. Needs 1-10
steps of instructions to complete the task.

Medium Requires the configuration of a web component, navigation between
web components and pages. Needs 1-10 steps of instructions to
complete the task.

Hard Requires the configuration of a web component, navigation between
web components and pages. Needs 1-25 steps of instructions to
complete the task.

Error Cannot be achieved by the web application. An empty list of instruc-
tions shall be obtained. The LLM is expected to return a textual output,
but this output shall not be UI instructions according to the defined
format.

are combined. The combination of these definitions and the web application definition for the
‘Use Case Hard’ are prompted separately for the test cases. The web application definitions
mentioned contain the relevant web components for the use cases, and several irrelevant
components that are found on the pages containing the relevant components. These irrelevant
components are distractors and are added to mislead and challenge the application.

Test cases contain the prompts that are sent to the LLM. Each prompt comprises the
corresponding use case, web application definition, and the name of the tested current page.
Four web pages are tested as the current page, and each test case is repeated three times to
obtain accurate results. Therefore, each use case is tested 4*3 times. For the ‘Use Case Error’,
there are 4 questions to be asked, and the current page is not changed, but each question is
asked three times. Therefore use case is tested 4*3 times.

4.12.3. Conducting Interviews about the Chatbot Application

This thesis tries to develop an approach to provide user guidance by considering software
engineering principles. Therefore, just like considering the technical aspects, it is crucial to
consider the user experience. The thesis tries to develop user-friendly user guidance and
improve it by gathering end-user feedback. A list of interview questions is prepared to collect
user feedback and improve the chatbot application further. The interviewees are asked the
interview questions to gather their verbal feedback.

The chosen interviewees are employees working at Rohde & Schwarz. The interviewees are
selected from different teams and are familiar with the web application and domain used.
Different groups of employees are selected to evaluate the user guidance unbiasedly. Three
different target groups are formed according to their familiarity with the web application:
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• Participants Unfamiliar with the Web Application: The interviewees in this target
group are less familiar with the web application and have less domain knowledge than
the other groups. Eight people have been selected for this target group, and they work
in different teams.

• Participants Familiar with the Web Application: The interviewees in this target group
are highly familiar with the web application. Five people have been selected for this
target group, and they work in the team responsible for developing the web application.

• Participants Familiar with the Web Application and Chatbot Application: The inter-
viewees in this target group are highly familiar with the web application and have more
familiarity with the chatbot application. Two people have been selected for this target
group, and they work in the team responsible for developing the web application. They
have also supervised the development of the chatbot application. They have shared
their feedback throughout each development phase.

The interviewees are asked to try three different use cases with different difficulties. The
test cases are:

• Use Case Easy: Change Background Color

• Use Case Medium: Change IPv4 Method

• Use Case Hard: Create Measurement and View Test Results

The interview questions are grouped under ‘General Information about the User,’ ‘Design,’
‘Navigation and Flow,’ and ‘Feedback and Improvement.’ The interview questions are:

• General Information about the user

– What is your role in the company?

– How familiar are you with the web app and the domain?

– What is your age?

• Design

– Are the design (color, highlights, etc.) elements helpful to complete the task?

– Do you find any design element feel confusing?

– What is good about the user guidance and design elements?

– Would you have preferred it a different way, and if so, how?

• Navigation and Flow

– Is the user guidance helpful to complete the task?

– Are the instructions clear and easy to understand/follow?
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• Feedback and Improvement

– Would you prefer using the tool over traditional help/manual/documentation,
etc.?

– What kind of tasks/use cases would you use it for?

– What could be improved? What features are missing?

– If you could redesign one part of this user guidance, what would you change and
why?

– Would voice assistance (input/output) be helpful?

Unlike other target groups, the ‘Participants Familiar with the Web Application and
Chatbot Application’ are asked questions about the source code and package structure. In
contrast to other interviews, these topics are discussed as a feedback session without any
pre-defined set of questions. Their answers for ‘Design,” Navigation and Flow,’ and ‘Feedback
and Improvement’ are reflected in the ‘Participants Familiar with the Web Application’ in
Chapter 5.

The average interview time for low-experience interviewees is around 25 minutes, while for
high-experience interviewees it is around 20 minutes. The other demographics information
about interviewees are represented in Table 4.4.

Table 4.4.: Interviewee Demographics and Interview Details
Demographics Experience Level Age Ranges Background Total

Low High 20-26 27-39 40+ EE CS PM
No of Participants 8 7 5 7 3 6 5 4 15
a EE stands for Electrical Engineering
b CS stands for Computer Science
c PM stands for Product Management
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In this chapter, the obtained results of the proposed evaluation methods are explained briefly
and discussed. The results obtained from the tests are aggregated and presented as a whole.
This chapter will explain the results of the ‘Understandability of the Grammar’ and the
‘Generation of UI Instructions from the Textual LLM Output.’ Afterward, the user’s feedback
about usability and the results of the conducted interviews will be discussed.

5.1. Understandability of the Grammar

In this section, the main focus of the evaluation is measuring the understandability of the
proposed grammar by the LLM. As mentioned in the Subsection 4.12.1, two categories of
questions are prepared: direct and navigational.

In order to accurately assess and retrieve the outcomes of direct questions, the questions
are prompted multiple times, and number of trials are presented in Table 5.1. Figure 5.1
visualizes the corresponding results.

Table 5.1.: Direct Questions and Number of Repetitions Table

Direct Question No of Repetitions

1) What is the possible user action for component X? 8 * 3 = 24 times

2) What elements are visible on web page Y? 4 * 3 = 12 times

3) Which component is web component X’s parent component? 6 * 3 = 18 times

4) Is use case Z achievable with component X? 8 * 3 = 24 times

a The web components’ names are replaced with the letter X.
b The web pages’ names are replaced with the letter Y.
c Specific use cases are replaced with letter Z.
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Figure 5.1.: Direct Question Results

Although there are no wrong results from questions 1, 2, and 3, several results are wrong
for question 4. The most probable reason for this error is polysemy confusion. The LLM
generates results that are false positives. The LLM misinterprets the meanings of the web
components and the use cases. Semantic drift is also a possible cause but less likely than
polysemy confusion as new questions are not likely to drift to change the interpretation of
the LLM based on the evolving conversation. An example for the mentioned error is given in
Figure 5.2.

Figure 5.2.: Polysemy Confusion Example

To obtain the results of the navigational questions and accurately evaluate them questions
are prompted repeatedly, and the number of repetitions are represented in Table 5.2. The
results are illustrated in Figure 5.3.
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Table 5.2.: Navigational Questions and Number of Repetitions Table

Navigational Question No of Repetitions

1) If component X1 is visible from the current page,
is component X2 visible? 8 * 3 = 24 times

2) From page Y, what are the necessary steps to reach component X? 8 * 3 = 24 times

3) If component X1 is visible from the current page,
what are the necessary steps to reach component X2? 8 * 3 = 24 times

4) If component X can be disabled or enabled,
which component can enable or disable it? 5 * 3 = 15 times

a The web components’ names are replaced with the letter X, X1, and X2.
b The web pages’ names are replaced with the letter Y.

Figure 5.3.: Navigational Question Results

These questions did not return any wrong results. The LLM can interpret the connections
between the web components and pages. Therefore, the LLM clearly understands the
navigations from the proposed grammar.

Therefore, from the results obtained, the LLM can infer that the proposed grammar and
the definition of the web application are understandable by the LLM. The obtained wrong
results are not caused by the proposed grammar but by the probabilistic nature of the LLMs.
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5.2. Generation of UI Instructions from the LLM

In this section, the main goal of the evaluation is the generation of UI instructions from the
textual LLM output. As explained in the Subsection 4.12.2, test cases consist of the user
prompts. Each prompt encompasses the corresponding use case, web application definition,
and the name of the current web page. As highlighted in the previous section, four web pages
are tested as the current page, and each test case is repeated three times. For ‘Use Case Error,’
the current page information is not changed, but each question is asked three times. Each use
case and number of each use case’s repetition is represented in Table 5.3.

Table 5.3.: Use Cases and Number of Repetitions Table

Use Case No of Repetitions

Easy: Change Background Color 4 * 3 = 12 times

Medium: Change IPv4 Method 4 * 3 = 12 times

Hard: Create Measurement and View Test Results 4 * 3 = 12 times

Error: Order a Hamburger, Create an IP Router/ a New Color/ a Movie 4 * 3 = 12 times

The snippet checks whether the received UI instructions are exactly the same as the expected
results. If the results do not match exactly, the received UI instructions are manually checked
to decide the type of wrong answer. An answer may be evaluated as false if:

1. A shorter list of instructions is expected.

2. UI instructions are expected, but no instruction is returned.

3. There are missing steps of instructions.

4. An empty list of UI instructions is expected, but a list of instructions is returned.

For case 1, the list of instructions obtained is correct but is not the shortest list from the
current page. The chatbot application can find the step from the current page that leads
to the shortest path with the user guidance algorithm with the given steps of instructions.
Therefore, this type of error does not cause an error in the execution of the application.

For case 2, although the use case is achievable, no instruction is obtained. The chatbot
application interacts with the LLM until the error threshold is reached. Therefore, this type
of error does not always cause an error in the execution of the application.

For case 3, although the use case is achievable, there are missing steps in the execution
path. When a missing step is encountered, the chatbot application interacts with the LLM to
receive new instruction steps. Therefore, this type of error does not always cause an error in
the execution of the application.

For case 4, although the use cases are not achievable, a list of instructions is obtained. This
case causes false positive, and the chatbot application starts guiding the user for a different
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use cases, although the use case are not achievable. Therefore, this type of error causes an
error when encountered in the execution of the application.

To summarize, case 1 does not cause any flaw in the execution of the chatbot application
as the user guidance algorithm recovers this type of error internally. Cases 2 and 3 cause
an extra delay as additional prompts are sent to the LLM. Therefore, it has a slight effect
on UX. The case 4 is the only unrecoverable type of error. The indeterministic nature of the
LLMs causes these unrecoverable errors. As in the Section 5.1, polysemy confusion is the
most probable cause for these errors. Both the number of correct results and different cases
of wrong results for each of the use case are visualized in Figure 5.4.

Figure 5.4.: Generation of UI Instructions from the Textual LLM Output Results

According to the results represented in Figure 5.4, the number of correct results is signifi-
cantly larger than the number of wrong ones. The majority of the wrong results are in case 1.
Therefore, the chatbot application’s execution flow is not always affected. Only a few test
cases affect the user experience or the overall execution of the chatbot application.

5.3. Results of the Interviews

In this section, the main objective is to gather feedback about the chatbot application’s user
experience and usability. The questions are asked to the specified interviewees in the target
groups, and their feedback is collected according to the proposed questions. The feedback is
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collected, and results are aggregated according to the target groups and the questions’ topics:
‘Design,’ ‘Navigation and Flow,’ and ‘Feedback and Improvement.’

5.3.1. Design

Feedback from Participants Unfamiliar with the Web Application

Are the design (color, highlights, etc.) elements helpful to complete the task? Do you find any design
element feel confusing?

The design elements are helpful in guiding the user through the experience. They make the
necessary information stand out. Especially, the color choice for highlighting the following
steps is effective in terms of drawing the user’s attention and it matches the rest of the design
on the device. Overall, the design elements are not confusing for the users.

What is good about the user guidance and design elements?
Highlighting the corresponding web component and step-by-step displayed user instruc-

tions make the guidance easy to follow. The textual user instructions are well-organized. It is
helpful to repeat the steps when the user cannot follow them properly or makes an error, and
highlighting the elements on the web application’s UI, significantly increases the quality of
the user guidance.

Would you have preferred it a different way, and if so, how?
Several feedback are proposed by the participants to enhance the user experience. One

participant suggests that a more interactive approach which splits the process into smaller
steps may be designed to improve the usability and make the guidance easier to follow.
Several participants recommend that when the user makes a mistake, the previous step can
be highlighted in a different color, indicating the error, and inform the user about the faulty
behavior. Moreover, the outdated steps’ user instructions are greyed out in the chatbot popup
view. A participant proposes that these steps can be highlighted with a different color in the
web application, so that the user can view the previously interacted elements.

Feedback from Participants Familiar with the Web Application

Are the design (color, highlights, etc.) elements helpful to complete the task? Do you find any design
element feel confusing?

Overall, the ‘User Guidance Mode’ contains design elements which are very helpful for the
user guidance and enriches the experience. Displaying the user instruction of the current step
in green and the old one in grey improves the user’s journey. Also, highlighting the next web
element with green color is favorable as it captures attentions and makes it distinguishable
from the other web elements. The design elements make the experience easy to follow and
they are not confusing.

What is good about the user guidance and design elements?
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Several participants point out that in such a big web application environment, it is not
straightforward to search all the elements individually. Therefore, highlighting the web
element of the current step is innovative. Moreover, they believe that it is really nice to have
that chatbot application can interpret the viewable web components that reside in the current
page and perform highlighting with that knowledge. For example it is an impressive feature
for the participants, that the chatbot application recognizes when an expander collapses
and adjusts the highlighting. Another anticipated property of the chatbot is that it goes
step-by-step to explain the flow expectation to the user even if the user addresses the wrong
user behavior, and it does not perform the recalculations without requiring a new prompt
from the user.

Would you have preferred it a different way, and if so, how?
Several interviewees mention that, currently, highlighting the web component draws

enough attention, but an indicator like an animation can be used to catch the user’s attention
even further. Also, there has been a feature suggestion about auto-scrolling to the highlighted
element in the web page may improve the speed of the user guidance and the user experience.

5.3.2. Navigation and Flow

Feedback from Participants Unfamiliar with the Web Application

Is the user guidance helpful to complete the task?
The guidance is helpful and straightforward for completing the prompted task. For a user

who is quite new to the project and without a background related to the domain, it is often
tough to understand, locate and navigate to the relevant components. Therefore, according to
the collected feedback, the chatbot application is beneficial to guide both more uncomplicated
use cases like changing the color settings and more complex tasks involving instructions
regarding the specific domain.

Are the instructions clear and easy to understand/follow?
Most of the instructions are clear, easy to understand, and straightforward. However,

several improvements for the clarity of the instructions can be made by simplifying some
text and breaking them into bullet points. Also, some of them can be more concise to avoid
information overload.

Feedback from Participants Familiar with the Web Application

Is the user guidance helpful to complete the task?
The guidance is resourceful as it provides enough details to complete the task. Participants

believe that the dual mode of the chatbot application with ‘Chat Mode’ and the ‘User Guid-
ance Mode’ is beneficial and it is a nice addition to give the users enough flexibility to chose
their method of guidance.
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Are the instructions clear and easy to understand/follow?
Instructions are unambiguous and intuitive. Most of the participants state that displaying

each instruction step-by-step is a lovely property which enhances the user’s journey. One
participant comes up with a potential improvement about changing user instructions in a way
that they display several "check" conditions. Therefore, the user instructions will be like "after
that, you should see xy", and it may decrease the chance of misinterpretation by the user.

5.3.3. Feedback and Improvement

Feedback from Participants Unfamiliar with the Web Application

Would you prefer using the tool over traditional help/manual/documentation, etc.?
Most of the participants mention that the user guidance through the chatbot application

is more interactive and visually engaging than traditional documentation. It provides a
convenient and faster way to complete the task, and finding something you’re looking for
looks easier than doing it in documentation. However, some of the participants point out that
a quick-access FAQ would be beneficial and improve the usability.

What kind of tasks/use cases would you use it for?
Interviewees anticipate that this tool is helpful for both onboarding the use cases for the

web application and troubleshooting. It would be helpful to discover new use cases of the
web application or when particular settings must be configured on the device. Moreover, the
chatbot application can be used to guide some actions that are not straightforward in the UI.

What could be improved? What features are missing? If you could redesign one part of this user
guidance, what would you change and why?

According to the collected feedback, this chatbot application may be improved with more
customization options and a quick-search function for finding specific information faster.
It can also be helpful to provide some in depth explanations on specific settings or fea-
tures. Several redesign ideas that would improve the design of the chatbot application are
about preventing the information overload by having have collapsible sections or a more dy-
namic layout. These ideas may improve user guidance and make navigation easier for the user.

Would voice assistance (input/output) be helpful?
Several of the participants consider that voice assistance feature can be helpful, especially

for accessibility and hands-free use cases. However, this feature should be optional and
customizable, because most of the participants do not believe that it will make the guidance
easier than written instructions. These participants believe typing the instructions is much
more straightforward.

Feedback from Participants Familiar with the Web Application

Would you prefer using the tool over traditional help/manual/documentation, etc.?
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Some participants believe using the chatbot application rather than documentation is more
convenient. On the other hand, some believe documentation is more handy as it is nice to get
a deeper understanding. Both of the parties agree that user guidance is helpful in finding
paths.

What kind of tasks/use cases would you use it for?
This tool may be an asset for finding components that the user doesn’t know where the

component is, and it would be convenient to discover and experiment with new features
added to the application. Moreover, it may be extended to every feature and application use
case. It would be beneficial to guide users for all the web application features.

What could be improved? What features are missing? If you could redesign one part of this user
guidance, what would you change and why?

Gathered feedback highlight that this chatbot application may be further developed to per-
form automatic configurations and setups. Therefore, the user will have two options to view
each necessary step individually and automatically perform the desired task instantly. It may
improve the application’s usability as it extends the functionality of the chatbot application.
Most of the participants are primarily happy with the application’s design as it fits the overall
design of the web application. Some suggestions are that receiving all instructions at the
beginning may be optional, according to the user’s request. Therefore, the user won’t need to
see the list of instructions in the beginning if the user is willing to be guided.

Would voice assistance (input/output) be helpful?
Most of the participants believe that voice assistance is unnecessary. They believe that

textually interacting with the chatbot application is much easier. Also, most customers who
are using the web application prefer not to have voice assistance in the application.

5.3.4. Software Packages and Integration

Package structure of the chatbot application fits the package structure of the main application.
The ‘Popup View Component’ and the ‘User Guidance Service’ packages are separated.
Therefore, packages and source codes for the controller and view are separated. This allows a
more effortless extension for potential features.

Dividing the ‘User Guidance Service’ to sub-components: the ‘Prompt Agent’, the ‘Instruc-
tion Adapter’, and the ‘Instruction Agent’, makes the application design to follow the ‘Single
Responsibility Principle’. These sub-components only perform their tasks and provide neces-
sary programming interfaces for other components. The design patterns, such as observer
and singleton patterns, are used, so the chatbot application adheres the best practices for
software development. Moreover, several parts of the source code may be reused in further
development. The constants and dependencies are packed together, and no magic values are
used inside the code. This improves the maintainability of the source code.

The source code of the chatbot application is integrated into the web application’s source
code without making extensive changes to the primary source code. Therefore, no bugs in
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the main application are introduced, and this property enables to perform easier integration
and end-to-end testing.
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In this section, the results obtained in the previous chapter are discussed, and the interpreta-
tions of these results are briefly explained.

6.1. Understandability of the Grammar

The grammar is descriptive and successfully defines the attributes and properties of the
web components. This can be inferred from the results obtained in the previous chapter.
After prompting the web application definition to the LLM with the proposed grammar, it
responds correctly in defining the possible use cases of the web component and the relevant
user actions related to the web component.

Web pages in the web application are not explicitly defined; instead, the information
regarding which web component is included in which page is given in the web component’s
definition. When the LLM is prompted to ask which components are included in the given
page, the LLM can interpret the relations between the pages and the components and return
the correct results.

In grammar, the child web components included inside the parent web component are
defined, but each web component’s parent component is not directly defined. The parent
web component of a child web component can be inferred from the grammar, and LLM can
easily make this interpretation.

The questions regarding whether a use case is achievable by a web component or not
produce correct results most of the time, but several wrong answers are produced, which
are false positives. The LLM can correctly identify if a use case is achievable by the web
component so it does not produce false negatives. The reason several results are false positives
is because of the probabilistic nature of the LLMs. Some possible LLM-based errors that
may cause this issue are polysemy confusion and semantic drift. Considering the false
positive results, the most probable cause for this problem is polysemy confusion. The LLM
misinterprets the meanings of the web components and the use cases. Semantic drift is
another possible LLM-based error that may cause this problem. Nevertheless, it is less likely
than polysemy confusion as new questions are not likely to drift to change the interpretation
of the LLM based on the evolving conversation. Therefore, this problem is caused by the
probabilistic nature of the LLM instead of the grammar.

The results regarding the navigational questions display that all obtained results are correct.
These results show that the grammar successfully reflects the relations between different web
components and navigation between web components and pages. This property is especially
essential in navigating different web pages and configuring web components in the chatbot
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application. Therefore, the proposed grammar is appropriate in terms of supporting these
functionalities.

These results and interpreted analysis demonstrate that the LLM understands the proposed
grammar, captures the significant properties of the described web application, and successfully
defines and describes the web application.

6.2. Generation of UI Instructions from the LLM

Most of the time, the results of the ’Use Case Easy’ are the correct results. The UI instructions
generated from the corresponding test cases match the expected instructions. Some of the test
cases generate longer instructions than the expected instructions, and it is caused because
of the probabilistic nature of the LLMs. The instructions returned from the LLM start from
the web application’s main page, and the LLM does not use the current page information
in the prompt. Although, the returned instructions do not match the expected ones, with
the user guidance algorithm, the correct step can be found in the given list of instructions.
Therefore, the chatbot application’s execution flow is not interrupted by an error, and the user
experience is unaffected.

Generally, the results of the ’Use Case Medium’ are the correct results. Like in the previous
use case, several test cases generate longer instructions than the expected instructions, and
the user guidance algorithm enables finding the correct step from the given list of instructions.
Some test cases return wrong results because several steps of instructions are missing. The
user guidance algorithm tries to find an appropriate step from the instructions in such a
case, and if it cannot find it, the chatbot application interacts with the LLM to receive new
steps of instructions until the threshold is reached. Therefore, only an error in the execution
of the chatbot application occurs when the thresholds are reached and no correct steps of
instructions are returned. Otherwise, most of the time, the chatbot application’s execution
flow is not interrupted. Only slight delays and interruptions in the user experience may occur.

Predominantly, the ’Use Case Hard’ results are correct. Similar to the previous use case,
several test cases generate longer instructions than the expected instructions, and several steps
of instructions are missing from the expected list of instructions. Unlike the previous use
case, some test cases return wrong results because of returning an empty list of instructions,
although the use case is achievable. The most probable reason for this is that, as the use case
is more complex than the previous ones, the LLM may be unable to interpret the necessary
steps in each prompt because of its probabilistic nature. When the empty list of instructions is
returned, the chatbot application interacts with the LLM to receive new steps of instructions
until the threshold is reached. Therefore, just like in the previous use case, the only error
in the execution of the chatbot application occurs when the thresholds are reached, and no
correct steps of instructions are returned. Most of the time, the chatbot application’s execution
flow is not interrupted, and only slight delays and slight interruptions in the user experience
may occur as the user waits until the correct list of steps of instructions is returned.

For the most part, the ’Use Case Error’ results are correct. Unlike the previous cases, it
returns a list of instructions, although an empty list of UI instructions is expected. This
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error is the only error that causes an error in the execution of the chatbot application. The
chatbot application guides the user through the list of steps obtained, although the empty
list of steps shall be returned from the LLM. The cause of this error is not the user guidance
algorithm, but just like in the previous section, the cause of this error is the probabilistic
nature of the LLMs, resulting in false positive values. Although the web application has no
feature corresponding to the prompt, the LLM generates instructions for a different use case.
The most probable explanation for this error is polysemy confusion. The LLM misinterprets
the achievable use cases.

Considering the overall results, the crafted prompts are successful in generating UI in-
structions, and the LLM can return them according to the proposed instruction definition.
Moreover, these instructions can be extracted effectively from the textual response and
grouped to the relevant user instructions and CSS selectors.

6.3. Usability of the Chatbot Application

The participants’ feedback reflects that design elements and choices regarding the chatbot
application help to guide the user through the journey. The color chosen for the highlight
helps to attract the user’s attention and matches the rest of the design on the device. Moreover,
when the user does not follow the instructions as expected, automatic adjustment of the
chatbot application and highlighting the relevant component improves the user’s journey. To
further improve the design, highlighting can be changed with an animation to draw the user’s
attention, and a feature like auto-scrolling for the highlighted component may be added.

The navigation and flow of the chatbot application meet the non-functional requirements.
The dual mode of the chatbot application is beneficial for both users who are familiar and
unfamiliar with the web application. Moreover, the instructions are clear, concise, and easy to
follow, and the chatbot application can successfully guide users in uncomplicated use cases
and more complex tasks with the help of step-by-step instructions. A potential improvement
that may enhance the quality of the user guidance is simplifying some instructions and
breaking them into bullet points to improve clarity and avoid information overload.

Further feedback reflects that the chatbot application has a high potential in onboarding
users to the web application and introducing new features. Also, most participants believe the
chatbot application is more convenient than traditional methods like reading documentation,
and with further improvements, the documents could be replaced fully. Some potential im-
provements are adding more customization options to the chatbot application, implementing
a quick search functionality to perform the prompted actions instantly instead of providing
user guidance and adding in-depth explanations to several use cases and configurations in
the user guidance.

6.4. Software Packages and Integration

The software package structure matches the package structure of the overall application.
Also, best practice is followed regarding packaging as view and controller components are
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separated. Moreover, the source code is easier to maintain as the required constants and
dependencies are packed together, and no magic values are used inside the code. The usage
of design patterns and design principles enables the reusability of code and allows further
feature developments. Therefore, the developed chatbot application is properly integrated,
considering the software development principles, into the main source code of the web
application.

6.5. Limitations and Future Work

The limitations of this study include:

• Token and Prompt Text Size: The web application definition is constantly given with
the prompt and is long regarding the token size. Therefore, it leaves little room for the
user’s input due to its size.

• Applicability to the All Project: The web application definition is prompted with the
prompt. Therefore, only a certain portion of the web application can be defined to fit
the prompt’s limited token size. Also, as the proposed grammar is written manually, it
takes significant time and effort to fully describe the web application.

• Infrastructure: The chatbot application is connected to an LLM deployed on a cloud
server. For this chatbot application to function correctly, it shall be connected to an LLM,
which is reachable by the chatbot application. Therefore, this design and implementation
requires special consideration for systems that are air-gapped or contain extra security
measures.

• Sample Size: This study’s findings regarding usability are based on conducted inter-
views with several employees from Rohde & Schwarz. Therefore, a different target
group with a different sample size may lead to different insights into usability.

Several suggestions for future research include:

• Fine Tuning the LLM: Most of the limitations are caused by the web application
description being prompted. If the LLM is fine-tuned with the web application definition
and the proposed grammar, the chatbot application’s usage can be extended to all web
application features, and the user can type longer inputs.

• Generating a Tool to Convert Web UI to the Proposed Grammar: The web application
currently contains many features with many web components. As the web application
is defined manually with the proposed grammar, it requires massive effort to describe
the whole web application. Therefore, a further study may be conducted to generate a
tool that automatically converts the web components and the features to the proposed
grammar. Moreover, the newly developed features of the web application would be
easily integrated with the usage of this tool.
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• Interview with Larger Target Group: More detailed interviews with larger target
groups can be conducted to collect design preferences and requirements regarding the
chatbot application. Also, more general feedback can be gathered directly from the
customers to meet their requirements.

• Adding Software Tests: Currently, the included test covers the understandability of
the grammar and generation of UI instructions from the LLM. Further unit tests can be
implemented to ensure code quality and compatibility. These tests can also be added to
the deployment pipelines for further development.
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7.1. Summary

The introduction of the LLM and the development of chatbot applications based on them has
enabled the development of lots of new applications on different domains that are interactive
and user-friendly. This research develops a methodology and a chatbot application that
can guide the user in the web application step-by-step according to the user prompts. First,
user requirements are collected with the supervisors from Rohde & Schwarz, and a mockup
representing the prototype is designed. After clarifying the requirements, a grammar that
defines the web application and is understandable by the LLM is proposed. Afterward, the
prompt structure is defined that encapsulates both the web application definition, the current
page information, the desired UI instructions’ format, and the user’ prompt, and an approach
is developed that can extract the returned textual output from the LLM and converts them to
UI instructions. Then, a user guidance algorithm is designed for the chatbot application to
guide the user through the web application using the returned list of steps of instructions.
After designing and iterating over these parts of development, the necessary components of
the chatbot application are designed, partially implemented, and integrated into the main
web application. Moreover, quantitative results are collected by performing experiments on
both the understandability of the grammar and the generation of UI instructions from the
textual LLM output, as well as qualitative results are obtained by conducting interviews and
collecting feedback from the end users of the chatbot application. The results presented in
the previous chapters will now address the stated research questions.

7.2. Findings

RQ1) How to model UI components to feed LLM to generate the required steps to
perform UI actions?

An approach to model the web UI components is investigated by searching the related
work and extending this work by proposing a grammar to define the components. The
proposed grammar encapsulates the relevant information regarding the web components of
the web application and is understandable and interpretable by the LLM. These attributes
of grammar, whether they encapsulate all the crucial details of the web application and its
understandability by the LLM, are checked by prompting the LLM with the definitions of the
web application and asking questions regarding the web application to the LLM. The results
show that the grammar is descriptive enough for the LLM to interpret the general layout of
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the web application, the attributes of the components, the relations among the components,
and the web pages.

RQ2) How to generate UI instructions from the textual output generated from the
LLM?

A format to represent UI instructions is designed, a method to extract these instructions from
the textual output is implemented, and the proposed format is added to the prompt to explain
the format specification to the LLM. Afterward, a user guidance algorithm is implemented
so that the extracted UI instructions can be followed step-by-step by the developed chatbot
application. These instructions are quantitatively evaluated, and it has been concluded that
the necessary UI instructions can be generated for the web application and extracted in most
of the test cases. The evaluations and discussions highlight that the chatbot application can
recover from most error cases with the usage of the user guidance algorithm. As a follow-up,
end users are interviewed, and their feedback is gathered to qualitatively analyze the chatbot
application’s navigation and flow, and it has been acknowledged that the generated UI
instructions are also accurate regarding enhancing the user experience.

RQ3) How to integrate this chatbot into the product by following and considering
software engineering principles?

Considerations regarding the software engineering principles are separated into two groups.
The first group contains the concepts regarding software development principles, package
structures, and software integration, and the second one contains aspects of user experience
and usability. To deliberate the first group of considerations, the chatbot application is
designed and developed by considering desing principles, patterns, source code package
structures. This implemented code base is integrated into the main web application code base
by following its package structure. To take into account the second group of considerations,
the design of the chatbot application is prototyped by considering the design of the overall
application and matching design elements are chosen. Also, enhancing the usability and
the user experience is strongly considered in the design and implementation. Both of these
considerations are qualitatively evaluated by conducting interviews with both the supervisors
of the project and the target groups, and their overall feedback reflect that the developed
chatbot application is successfully integrated to the main product by considering the software
engineering principles.
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A.1. Measurement for Generation of UI Instructions from the LLM

Figure A.1.: Python Measurement Script for Generation of UI Instructions from the LLM
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Figure A.2.: Example Test Case

A.2. Question Examples for Understandability of Grammar

• What is the possible user action for Color Set Dropdown?

• What elements are visible on Settings page?

• Can a new color created with Color Set Dropdown?

• If Color Set Dropdown is visible from the current page, is Hamburger Button visible?

• If Settings Button is visible from the current page, what are the necessary steps to Color
Set Dropdown?
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