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Abstract

Detecting and correcting hallucinations in text generated by large language models is still a
big challenge, even for the most advanced systems. Many approaches have been suggested
to solve this issue, but none have fully addressed all the difficulties. This thesis focuses on
post-hoc methods on long-form text generation. Post-hoc stands for identifying and fixing
hallucinations after the text is generated.

While current post-hoc techniques show some success with short, single-sentence claims,
they often struggle when applied to longer-form content. This research aims to systematically
analyze existing methods for mitigating hallucinations in long-form text. This work will
also introduce a taxonomy to categorize different types of hallucinations. The strengths and
limitations of current approaches will be evaluated, and enhancements will be proposed to
improve their effectiveness in handling long-form generation.




Kurzfassung

Das Erkennen und Korrigieren von Halluzinationen in Texten, die von grofien Sprachmodellen
generiert wurden, ist selbst fiir die fortschrittlichsten Systeme immer noch eine grofse Heraus-
forderung. Viele Ansédtze wurden vorgeschlagen, um dieses Problem zu l6sen, aber keiner
hat alle Schwierigkeiten vollstindig bewiltigt. Diese Arbeit konzentriert sich auf Post-hoc-
Methoden fiir die Generierung von Langformtexten. Post-hoc bedeutet, dass Halluzinationen
nach der Texterstellung identifiziert und korrigiert werden.

Wihrend aktuelle Post-hoc-Techniken bei kurzen, einsilbigen Behauptungen einen gewis-
sen Erfolg aufweisen, haben sie bei der Anwendung auf ldngere Inhalte oft Schwierigkeiten.
Ziel dieser Forschungsarbeit ist die systematische Analyse bestehender Methoden zur Ent-
scharfung von Halluzinationen in langen Texten. Diese Arbeit wird auch eine Taxonomie
zur Kategorisierung verschiedener Arten von Halluzinationen einfiihren. Die Starken und
Grenzen aktueller Ansidtze werden evaluiert, und es werden Verbesserungen vorgeschlagen,
um ihre Effektivitdt bei der Erstellung von Langformtexten zu verbessern.
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1 Introduction

In first chapter, the motivation behind this thesis will be explained along with research
questions that are addressed through the course of this study.

1.1 Motivation

Large Language Models (LLMs) are introducing a paradigm-shift in the field of NLP [1].
LLMs are general-purpose and have started to replace dedicated models tailored for NLP
sub-tasks [2]. Ongoing research and academia trends demonstrate that LLMs are gaining
popularity in solving specific problems thanks to the domain-specific knowledge obtained via
pre-training phase. Text classification [3], [4], [5], machine translation [6], [7], summarization
[8], [9] are only some subset of downstream NLP tasks LLMs can achieve without further
fine-tuning, unlike earlier practices.

However, despite their capabilities and increasing popularity [10], LLMs, due to their
nature, are considered prone to hallucinations [11]. Hallucination is when LLM generates
inaccurate or fabricated text. This misleading behaviour of LLMs is often difficult to detect
because generated text is often convincing, detailed, realistic, and plausible.

In this age of misinformation [12], it is extremely important to distinguish between fact
and misinformation. While there is already reasonable amount of fabricated information
produced and being produced daily, generative Al models, especially LLMs, do not also
guarantee any sort of truthfulness. At this point, the need to develop systems to eliminate
this weakness of LLMs has become apparent, as people are constantly inundated with false
information from various sources.

Recent studies indicate that LLM-generated text will always hallucinate [13]. Therefore,
it is undeniable that the outputs produced from these text generators must be filtered for
accuracy using some advanced techniques [14]. In this study, a subset of these techniques,
post-hoc methods, will be analyzed. These frameworks focus on correcting hallucinations
after text is generated. Refining the text after generation phase is called post-hoc correction.
While post-hoc factuality improvements have been widely explored for short-text, detection
and correction of hallucinations in long-form text is the main focus of this study.

1.2 Research Questions

This research aims to analyze and improve post-hoc approaches for detecting and correcting
hallucinations in long-form text generation. Following three research questions will be
addressed:




1.2. RESEARCH QUESTIONS

RQ1 What is an appropriate taxonomy for categorizing hallucinations in large language
models (LLMs), such as numeric and semantic hallucinations?

RQ2 How can the Retrieval Augmented Generation (RAG) technique be effectively applied
to handle long contexts without compromising performance or efficiency?

RQ3 How can editing and faithfulness be optimally balanced when refining generated
text?




2 Background

This chapter focuses on the building blocks of this thesis, and explains the following terms:
hallucination, factuality and faithfulness in Large Language Models (LLMs), fact-checking,
and fact-checking systems.

2.1 Hallucinations

Hallucination is a term often associated with its psychological context [15]. A simple ex-
planation of this concept is an incorrect perception of outside world from an individual
[16].

In AI context, the term hallucination first appeared in computer vision [17] in early 2000s.
Hallucination was once considered helpful for several sub-tasks in computer vision such as
super-resolution, inpainting, etc [18], since the nature of these tasks depends on generation or
modification of non-existing pixels. Recent CV work also mentions hallucination [19], which
holds a negative meaning. For example, in [20] hallucination refers to incorrect captions for
images - i.e. mentioning objects that do not exist within the provided image.

Natural Language Generation (NLG), is one of the main areas in which the term hallucina-
tion is relevant. Within NLP context, NLG refers to generation of text, recently demonstrating
a wide range of success with Transformer-based [21] language models [22], [23], [24]. Some
example tasks are: summarization, text completion, machine translation, etc. Despite these
advancements, recent research shows that NLG models, more specifically LLMs, tend to
generate text that is hallucinated [25], [26]. Similar to psychological and computer vision
context, hallucinations in NLG also refer to faithfulness and factuality issues in [27] generated
text.

2.2 Factuality and Faithfulness in LLMs

With emergences in Natural Language Generation (NLG) models, researchers and industry
have started exploring applications of Large Language Models (LLMs). Introduction of a chat
interface that allows simple interaction and accessibility of these models through a single API
also increased their popularity. This ease of use also allowed exploration of their use cases for
many different areas. Applications of LLMs exploded, but there is a side effect that comes
with that: LLMs provide plausible text without any form of guaranteed factuality.
Researchers have also started working on hallucinations in text generations. It is a chal-
lenging problem since LLMs are autoregressive models and refuse to say “I don’t know”.




2.3. FACT CHECKING SYSTEMS

Many aspects of hallucinations are still an ongoing research question — from categorization
to mitigation.

On classification side of hallucinations, a common way is proposed as faithfulness and
factuality in the first level of classification [28]. There are also recent works that explore causes
of hallucinations, that focus on following categorizations: data, training, and inference. [11].

There are also a lot of ongoing efforts to detect hallucinations. A common approach is
detecting them through retrieving external facts, FActScore [29], FACTKG [30], and FacTool
[31] are some examples. Benchmarks such as TruthfulQA [32] and RealTimeQA [33] have
been proposed to detect issues with faithfulness and factuality.

2.3 Fact Checking Systems

Research focus is not only limited to the classification, causes, detection, and benchmarking
of hallucinations but also mitigation of them. This is when fact-checking systems, also known
as fact-checkers come into play.

Fact-checking means checking if generated text or a claim is true based on evidence.
Automated methods have been developed to make this process easier. In this study, the main
focus will be on post-hoc LLM-based fact-checkers that are capable of re-writing given input
text by replacing hallucinated parts. Post-hoc correction approach is powerful, works directly,
applicable to both closed and open models.

Fact-checking in the scientific context and news ecosystem is quite important since hallu-
cinations pose significant problems, particularly when text generation models are used in
critical domains, such as news, or healthcare [34]. This is even more challenging for long-form
text.

In general, LLM-based fact-checkers that apply post-hoc techniques employ a systematic
pipeline. These pipelines usually start with the atomic sentence creation step. This step
divides a generation into a set of atomic facts. Question generation phase follows, and gives
a list of questions to validate. Each atomic fact is then validated by passing those question(s)
to some knowledge source. The final step is the generation of the corrected claim.




3 Related Work

This chapter will explain LLM-based fact-checking methods and approaches, focusing primar-
ily on COVE and RARR. Improvements for these fact-checking frameworks will be proposed
in the later chapters by referring to various experiment results.

3.1 CoVE

Chain-of-verification, or in short COVE [35], introduced a framework to improve factuality of
language model generated text. It is developed by Meta Al team. They mention that if LLMs
generate text to given queries without any planning it is more likely to result in hallucinated
output. This approach proposed multiple steps before giving the final response, in order to
reduce hallucinations. Pipeline is shown below in Figure 3.1.

Query
What was the primary cause of the Mexican-American war?

,_] 1. i
The Mexican—American War was an armed conflict between the United States and Mexico from 1846

to 1848. It followed in the wake of the 1845 U.S. annexation of Texas, which Mexico considered part of
its territory in spite of its de facto secession in the 1835 Texas Revolution.

N\
2. Plan Verificati
- When did the Mexican American war start and end? 1846-1848 V']
- When did the US annex Texas? 1845 4
- When did Texas secede from Mexico? 1836 x

K <questions continue..>

4. Final Verified

The Mexican—-American War was an armed conflict between the United States and Mexico from 1846
to 1848. It followed in the wake of the 1845 U.S. annexation of Texas.

Figure 3.1: COVE Pipeline [35]

These steps include:

1. Baseline Response Generation: Given a question, COVE generates answers. This is a
very straight-forward step in the pipeline, without any adjustments.

2. Verification Planning: After baseline response is generated, COVE asks LLM to extract
questions from this baseline response. This step is quite critical because in case of
irrelevant/incorrect question generation, further steps might fail to recover.




3.2. RARR

3. Execution of Verifications: Following the planning of verification, now LLM is asked to
answer each of these questions to identify any potential hallucinations.

4. Generation of Refined Text: Creates a new, refined version using the previous steps.
Here, verification question-answer pair list is also given as context.

COVE mentions that all steps, except executions for step 3, can use a single prompt.
However, they state that the execution of verification prompting can follow four different
types. These four types are: Joint, 2-Step, Factored, and Factor+Revise. Each of these
approaches varies in that they can involve a single prompt, two prompts, or independent
prompts for each question.

COVE relies only on internal knowledge. Internal knowledge in LLMs is also referred to
as "intrinsics" or "self-knowledge.". It is possible to extend the proposed framework to use
search engines, the authors did not explore this or any other tool use.

3.2 RARR

Researching and Revising What Language Models Say, Using Language Models, RARR [36],
is another fact-checker, developed by a joint work of CMU, Google, and UC Irvine. This
work is similar to COVE because it follows four steps, just like COVE does, and each step
serves a quite similar purpose as the steps in COVE. RARR fact-checking relies on Research &
Revision steps. Another significant difference is that RARR explores and uses external tools.
Pipeline is included in below Figure 3.2:

Query Generation

q, | ay]

When did Millie ‘ What channel was Millie

Inbetween premiere? Inbetween on?

! !

[ Retrieval ] [ Retrieval J

l l [fandom.com]
{91J} 1 {eNJ} 1 ... the first series
[fandom.com] [comedy.co.uk] premiered on
... the first series Millie Inbetween. 10ctober 2014.
premiered on CBBC sitcom
10October 2014. about a young ... [comedy.co.uk]
Millie Inbetween.
1 l CBBC sitcom

about a young ...
Agreement
Output Attribution

- \
Report A {ej, >

Agreement &

Millie Inbetween
premiered on 1

Edit skipped

Millie Inbetween
premiered on 1

Millie Inbetween
premiered on 24

February 2014 October 2014 October 2014
on CBBC. on CBBC. on CBBC.
Input Passage X Output Passage y

Figure 3.2: RARR Pipeline [36]




3.2. RARR

Research stage includes the following steps:

1. Query generation: RARR generates questions using CQGen (comprehensive question
generation). The main goal is to cover all details of the given passage.

2. Evidence retrieval: Google Search Engine is used to answer the generated questions.
Five web pages are retrieved to find a relevant answer. Navigating through each website
and retrieving the full text is the next step. Finally, a 4-sentence sliding window runs
through the sentences. These evidence passages, or chunks, then receive a relevance
score based on the query, and the top | = 1 evidence is kept for each query.

Revision stage includes the following steps:

1. Agreement model: RARR uses a prompt-based logic implementation, i.e., question-
guided agreement, as also mentioned in [37].

2. Edit model: RARR uses an agreement gate to check if a given claim aligns with provided
evidence. If it aligns, it uses an edit model to revise claim. Revision is only applied if
the change (text distance) is small.

RARR authors avoid using the term "fact-checking". Instead, they use "attribution" because
even if a claim is verified using a source, it does not guarantee that the source is "correct".
They also include a final attribution report, where relevant evidence snippets are extracted.

RARR accepts claims as input; however, questions do not result in any claim generation.
Therefore, the RARR pipeline does not directly support asking a question as COVE does.
Questions need to be answered first, and in this thesis, LLMs are used to generate claims to
allow RARR to fact-check.




4 Methodology

This chapter introduces used datasets, evaluation methods, and taxonomy proposed to answer
research questions aforementioned.

4.1 Datasets

In this section, datasets used in the experiments will be introduced. First two, SummEdits
and ExpertQA contain gold answers, whereas LongFact does not. These datasets serve as a
benchmark for evaluating model and methodology performances.

4.1.1 SummkEdits

SummEdits is a benchmark to test how well large language models (LLMs) can detect factual
inconsistencies in summaries. It focuses on determining whether edits to summaries keep
the content consistent or introduce errors. The benchmark works across 10 domains, but this
work focuses on the news subcategory.

The domains include bill summaries, e-commerce summaries, news articles, podcast tran-
scripts, Q&A summaries, sales call transcripts, sales email summaries, dialogue summaries,
scientific TL; DRs, and Shakespearean texts.




4.1. DATASETS

Hallucinated Sum-
mary

Label Original Summary

Edit Types

Source

National air traf-
fic management
agency Airservices
Australia says it
has shifted from
delivery to proto-
typing phase of an
effort to deploy an
airspace manage-
ment tool for small,
uncrewed aircraft
such as military
unmanned air
vehicles.

0 National air traf-
fic management
agency Airservices
Australia says it
has shifted from
prototyping to the
delivery  phase
of an effort to
deploy an airspace
management tool
for small,
crewed aircraft
such as commer-
cial unmanned air
vehicles.

un-

antonym_swap,
entity_modification

Australia’s air traffic man-
agement agency will de-
ploy an airspace manage-
ment system for small,
uncrewed aircraft systems
(UAS) in 2025. Airspace
Australia on 27 February
said it has completed pro-
totyping on its Flight Infor-
mation Management Sys-
tem (FIMS) for UAS and is
now focused on delivering
a product in 2025. ...

Table 4.1: SummEdits Dataset Sample - News Category. Bold text shows edits.

As shown in Table 4.1, this dataset applies various edit types to the original summary
to create a hallucinated summary. In this thesis, SummEdits dataset is widely used in
experiments — it allows to analyze and evaluate fact-checkers using gold-standard answers.

4.1.2 ExpertQA

ExpertQA is a question-answering dataset. In this dataset, questions are answered by humans
who are domain experts. This dataset contains newline-separated JSON entries (jsonl files)
with specific fields relevant to the questions and answers. Each question is written by an
expert. Answers are generated using up to date LLM models at the time work has been
published i.e. GPT-4, Bing Chat, etc.

Dataset is given in JSONL format. For simplicity, only a couple of key fields relevant to the
understanding of the dataset are highlighted below:

¢ question: Question written by an expert — from a domain (e.g. physics, law, etc).

* answers: Dictionary that gives answers. Maps names of different models to Answer.
Keys (models) are gpt4, bing_chat. They also include fine-tuned GPT-4 versions (i.e.

rr_sphere_gpt4). Each answer object also includes the following;:

— answer_string: Original answer (Model generated)

— attribution: List of URLs that provide evidence for the answer

— claims: List of claims made within the answer. They also give more interpretability
by adding supporting evidence.




4.1. DATASETS

e revised answer string: Revised answer that has been refined by an expert annotator.
Annotators improve clarity and factuality since they are experts in this subject.

Below is an example of a question and its corresponding answers, with many keys ignored
for the sake of simplicity:

{
"question": "Imagine that EU no longer exists. What influence will it have
for Poland economics?",
"answers": {
"post_hoc_sphere_gpt4": {
"answer_string": "If the European Union (EU) were to no longer exist, the
Polish economy would likely experience significant consequences in
key areas [...] Consequently, Polish exports might decline and
businesses could face increased costs [...] might struggle to maintain
or increase these investment inflows [...] economic growth and job
creation...",

"revised_answer_string": "If the European Union (EU) were to no longer
exist, the Polish economy would likely experience significant
consequences in key areas [...] Firstly, trade would be impacted as
the EU accounts for about 817 of Polish exports and 58 of its imports

[...] Secondly,..."
b
b
}

4.1.3 LongFact

LongFact is a long-form dataset from long-form-factuality [38]. It is similar to the MMLU-
style datasets and contains questions that require detailed answers. These questions can
be answered by large language models. Authors used GPT-4-0613 model from OpenAl to
answer questions generated. However, the generated answers were not publicly available in
the GitHub repository at the time this paper was written. Still, generation of these answers
using an LLM is straightforward and not a significant challenge. It is important to note that,
there is no gold answer provided in this dataset, unlike ExpertQA or SummEdits.

The questions are divided into two categories: Concepts and Objects. The given dataset
covers 38 topics across a wide range of fields, including physics, biology, machine learning,
international law, architecture, accounting, sociology, and virology. It is also possible to
enhance this dataset with custom topics.

"Object" questions are easier to address. As they focus on specific, tangible entities, such as
scientific instruments or experiments, and require straightforward factual descriptions.For
example:

¢ "Can you tell me about TRIUMEF, Canada’s national particle accelerator facility?"

10



4.2. EVALUATION

* "What can you tell me about the LIGO Scientific Collaboration (LSC)?"

In contrast, "Concept" questions deal with abstract ideas like nuclear fusion or quantum
entanglement. It requires a more in-depth explanation of theoretical principles, processes,
or implications. Concept questions demand deeper exploration, while object questions are
based on well-documented knowledge. For instance:

¢ "How does the principle of quantum entanglement challenge the traditional laws of
cause and effect?"

¢ "Could you expound on the principles of Quantum Field Theory, including its founda-
tions in quantum mechanics and special relativity, its description of forces via exchange
particles, key phenomena such as spontaneous symmetry breaking and virtual particles,
and its implications for our understanding of the fundamental forces and particles of
the universe?"

In essence, the task of LongFact is to generate comprehensive, long, and detailed answers
to questions about asked concepts or objects.

4.2 Evaluation

SummEdits and ExpertQA datasets include gold summaries. They allow the utilization of
reference-based metrics. Therefore, the following metrics - except FActScore - have been used
by providing LLM-generated text along with the respective ground truth. The goal is to
evaluate factuality, relevancy, and quality of the generated text.

4.2.1 BERT Score

BERTScore [39] is a text generation metric that uses contextual embeddings. It measures
semantic similarity, but it’s not great for detecting hallucinations. It captures context and
shared words, even when sentences aren’t factually related. Hallucinated content can still
score high if it sounds plausible or uses similar phrasing. BERTScore doesn’t focus on factual
accuracy, so it is generally not able to pay attention to false information. For hallucination
detection, more advanced techniques should also be explored, but this metric is helpful to
understand the relevancy.

4.2.2 Semantic Similarity

Semantic similarity measures how closely two texts align in meaning. In this work, SimCSE
model [40] is used to embed both the reference and the generated summary, then compute
their cosine similarity.

In hallucinated text correction experiments, both BERTScore and semantic similarity scores
were found to be quite high. Yes, these metrics effectively indicate the overall relevance of the
generated content. But they are not particularly useful for identifying hallucinations. They

11



4.2. EVALUATION

provide an idea of how related the texts are but do not guarantee factual accuracy. Therefore,
they should be complemented with other evaluation methods.

4.2.3 Text Distance Metrics

Edit Distance

A metric on X* is defined by the edit distance, also known as the Levenshtein distance [41].
The edit distance between two strings s and ¢ is the minimum number of edit operations
required to transform s into ¢ (or vice versa).

Following are edit operations:

1. Substituting one character with another.

2. Deleting a character.

3. Inserting a character.

In short, edit distance measures how distinct two strings are by calculating the smallest
number of operations necessary to convert one string into the other.
Normalized Edit Distance

Normalized edit distance [42], by Li and Liu, introduces a new normalized edit distance for
comparing two strings. It’s based on their lengths and Levenshtein Distance. This method is
a true metric, meaning it satisfies the triangle inequality, unlike some other normalized edit
distances.

Word Overlap (ROUGE-1)

Word overlap, also known as ROUGE-1 [43], measures text similarity by counting the overlap
of individual words (unigrams) between the reference and the candidate text. A higher
overlap indicates greater similarity.

Bigram Distance (ROUGE-2)

Bigram distance, referred to as ROUGE-2 [43], evaluates text similarity based on the overlap
of consecutive word pairs (bigrams). It helps to provide a more nuanced comparison by
considering word order and context.

Text distance-based metrics complemented the following two main metrics, NLI and G-Eval.

4.2.4 NLI

NLI Score is a metric based on the principle of natural language inference. It is also known
as textual entailment [44]. It interprets the reference response as the hypothesis and the
generated answer as the premise. The underlying idea is that a good answer should logically

12



4.2. EVALUATION

follow the reference answer. This NLI-based method has been applied to evaluate the quality
of summaries ([45]; [46]; [47]). More specifically, DeBERTa-v3 model [48] is utilized. The
fine-tuned version of this model on various NLI datasets is employed, as it performs well with
long text [49]. The model predicts scores for each class (entailment, neutral, and contradiction)
between 0 and 1. Scores sum up to 1.

4.2.5 G-Eval

G-Eval [50] is a framework based on LLM prompting with chain-of-thoughts to evaluate
the quality of generated texts in a form-filling paradigm. It is one of the most popular
"LLM-as-judge" metrics [51], which assesses the LLM output using another LLM with finely
crafted prompts and takes the numerical output as the final score. The original study found
G-Eval to be highly correlated with human judgment.

The implementation of G-Eval is primarily used from the repository deepeval, developed
by Confident AI [52]. In this thesis, 3 G-Eval metrics are defined (Higher is better for all the
following):

* General Evaluation: Evaluates overall quality by assessing coherency, accuracy, factual
inaccuracy, and correct language.

* Hallucination: Penalizes heavily if actual output contains hallucinated information not
present in input.

* Relevency: Boosts score if actual output is relevant to the given input, penalizes off-topic
responses and irrelevant information.

These metrics are then detailed during the implementation phase. Each metric consists of a
name, criteria, evaluation steps, parameters, and the LLM model (e.g gpt-3.5-turbo-0125)
to be used for evaluation.

4.2.6 FactScore

Fine-grained atomic evaluation of factual precision in long-form text generation, or FactScore
[29], is also a framework that allows evaluating LM generated long-text. The main idea
consists of 2 key concepts:

* Creating atomic facts out of sentences: Even one sentence can have multiple facts to
fact-check against.

* Choosing source of knowledge: Truthfulness or factuality is a subjective concept. Therefore,
FactScore consider if a claim is true or false by selected knowledge source.

Definition. Suppose M gives a response y = M for a prompt x € X, and A, is the list of
atomic facts in y. The FactScore of M is defined as:

fly) = |jy| Y _ 1[a is supported by CJ,

acAy
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4.2. EVALUATION

where M is a LM, X is the set of prompts, and C is the knowledge source.

FactScore(M) = Eyex|[f(Myx) | Myresponds|.

Here, M, responds means that M provides an answer to prompt x. This definition
assumes:

1. It’s clear whether an atomic fact is supported by C.
2. All atomic facts in A, have equal importance ([53]).

3. Information in C is consistent, with no internal conflicts.

The final FactScore represents the percentage of atomic facts supported by an external
source. Even short texts can create a large number of atomic facts since the coverage is
high and the granularity is low. FactScore has been only used to evaluate the third dataset
(LongFact) without using any references.

Adjustments

In this thesis, FactScore official implementation [54] from GitHub is used throughout the
experiments, with some modifications, which include:

1. Adopting a Larger Wikipedia Dump: For experiments on LongFact, default English
Wikipedia Dump (2023/04/01) some pages were found to be missing. Therefore, this
dump has been replaced by an older version, a larger and more comprehensive dump
(2017/08/20). It performed better, Similar to the default dump, it contains the article
topic, section title, and text of the article.

2. Finding Missing Topics: During initial experiments with FActScore pipeline, generated
text and the knowledge source were not enough to get a final score. Main issue was
the lack of the topic parameter. In Wikipedia context, topic is equal to the article title.
Following simple prompt is integrated into the existing pipeline, to get missing article
title and run without errors:

nnn

Please give me the respective Wikipedia article title for following text:
{11m_generated_long_answer}.

Only reply with the title. Do not make any other comments or explanations.

Do an online search to find the exact title.
nnn

After providing a comprehensive Wikipedia dump and providing missing parameters
(article titles), LongFact FactScore has been generated.

14



4.3. TAXONOMY

4.3 Taxonomy

This section introduces a new taxonomy of hallucination types. Main motivation is to
understand how hallucinations are distributed and evaluate which type is easier to detect
and mitigate.

Proposed Taxonomy

The proposed taxonomy for hallucination types is given in the Figure 4.1 below:

Faithfulness
Hallucinations

Instructional . Se_lf- Contextual
inconsistency

Factual
Hallucinations

]
Verifiable Unverifiable
Falsehoods Falsehoods

Numeric

Hallucinations

Temporal
Hallucinations

Location

Hallucinations

Reasoning
Hallucinations

Figure 4.1: Proposed taxonomy. Inspired by [14], [11]

The first level consists of two types: the first is factual hallucinations. They are simply
factually incorrect claims/statements). Factual hallucinations consist of two sub-categories:

1. Verifiable Falsehoods: Claims with falsifiability or refutability, that can be proven to be
wrong assuming there is evidence

2. Unverifiable Falsehoods: Claims that are either imaginary or can not be proven to be
wrong

Second, responses that deviate from a given context, message history, or instructions
are called faithfulness hallucinations. The first category of faithfulness hallucinations is
instructional, where LLM response does not follow the prompts. Self-inconsistency is caused
by contradicting responses either within the same message or a long chat history. Lastly,
contextual hallucinations are referred to as misrepresentations of context facts.

This is followed by subcategories for verifiable falsehoods:
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4.3. TAXONOMY

o Numeric Hallucinations: Incorrect numerical information.

Temporal Hallucinations: Incorrect date or time information.

Location Hallucinations: Incorrect geographical, place-related information.

* Reasoning Hallucinations: Faulty or does not follow logical reasoning.

More detailed overview of the hallucination types and examples are given in Table 5.6 below:

Type

Category

Subcategory

Example

Explanation

Factual

1.1 Verifiable Falsehoods

1.1.1 Numeric Hallucinations

Current population of Munich is
less than 1 million.

Actual population is over 1.5 mil-
lion.

1.1.2 Temporal Hallucinations

Galatasaray won the UEFA Cup
in 1999.

They actually won in 2000.

1.1.3 Location Hallucinations

Eiffel Tower is located in Berlin.

It is actually in France.

1.1.4 Reasoning Hallucinations

If it rains, the ground gets wet;
the ground is wet, so it must
have rained.

There can also be another cause
such as a spill.

1.2 Unverifiable Falsehoods

Joe woke up at 7 am today.

Simply can not be proven wrong,
and does not have to be an imag-
inary concept.

Faithfulness

2.1 Instructional

2.2 Self-inconsistency

2.3 Contextual

User: "How can I make dairy-
free pasta sauce?" LLM: "Use
mozzarella to make a dairy-free
pizza sauce."

It is not following the instruc-
tions and gives the recipe for the
pizza instead of pasta.

Message 1: "Hamburger is a
healthy food."

Message 2: "Fast-food can be
harmful to health."

LLM does not follow its own rea-
soning in multi-turn conversa-
tion — hamburger is a fast-food
can not be healthy if it is harm-
ful.

Context: "Tomatoes are widely
used fruits in Mediterranean
countries."

LLM: Tomatoes are commonly
used vegetables in the Mediter-
ranean region.

LLM contradicts the context and
uses vegetables instead of fruits.
Real-world or common knowl-
edge is not relevant here — con-
text is what matters.

Table 4.2: Taxonomy of Hallucinations with Examples and Explanations

This taxonomy is proposed to better understand the distribution of hallucinations. It is
quite important to have some deeper insight on hallucinations while still keeping a high-level
perspective. For datasets used, especially for SummEdits, this taxonomy is well-suited since
it covers edit or perturbation types applied to the original summary to create a hallucination
version of it. Under results section 5.3. (Distribution of Hallucination Types) more insights on
hallucination types will be provided in the light of experiments.
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5 Results

In this chapter, primarily, the analysis of existing fact-checkers with different setups will be
discovered. Improvements on fact-checkers will be covered in the second section. Finally,
a taxonomy of hallucination types with their distributions over different setups will be
explained. OpenAl GPT-3.5 and GPT-4 models have been used for experiments. All these
experiments run by adapting the publicly available RARR repository [55] and unofficial
implementation of COVE [56].

5.1 Analysis

In this section, COVE and RARR experiments will be presented with graphs such as barplots,
mosaic plots, etc. In addition to these, human evaluation results with 25 participants will also
be shared under this section.

5.1.1 Search vs. Context

Modern fact-checkers, despite having complex and logical pipelines, usually struggle to
retrieve the relevant context with their self-knowledge, especially on topics that require
up-to-date information. Finding the correct context is one of the most critical steps in order
to refine a hallucinated claim.

Integrating a search tool is usually the first potential solution to this aforementioned
problem. While these search-enhanced fact-checkers aim to fix the issue of retrieval, it is also
possible that this information is not available or easy-to-retrieve using search engines.

What happens if the retrieval is perfect? This question is one of the main motivations for adding
original documents as a knowledge source to existing fact-checking pipelines. SummEdits
dataset has been used for the following experiments. In this dataset, there are the following
items:

¢ Gold Summary
¢ Perturbed (Hallucinated) Summary
¢ Original Document

where the Original Document is actual source for the Gold Summary. Each experiment
runs through the setup that integrates original document as the actual knowledge source.
Internal knowledge and search engine tools are disabled. This setup only runs the pipeline
with original document, and simulating the scenario in which the retrieval of the correct
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5.1. ANALYSIS

knowledge source is flawless. As shown in the following graphs, adding original document
as context yields a significant improvement across all metrics.

Impact of Context on Semantic and BERT Scores

CoVe: Average Semantic Similarity and BERT Score by Method RARR: Average Semantic Similarity and BERT Score by Method
1o e =1 Search Lo m Search
ooes [ Context [ Context
0.8
0w " 0.6
4 4
o o
@ @
0.4
0.2
0.0 Semantic Similarity BERT Score 0.0 Semantic Similarity BERT Score
(a) CoVE - Semantic Comparison (b) RARR - Semantic Comparison

Figure 5.1: Benchmark results on SummEdits dataset. The comparison shows that using
context instead of search engines improves both the semantic and BERT scores.

Impact of Context on Text Distance Metrics

CoVe: Average Edit Distance by Method RARR: Average Edit Distance by Method
200 200
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57.94

50 | | - 50 | | oo |

25| | 25| |

Edit Distance

(a) CoVE - Edit Distance (b) RARR - Edit Distance

Edit Distance

Figure 5.2: Edit Distance comparison on SummEdits dataset for CoVE and RARR.
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CoVe: Average Text Distance Metrics by Method RARR: Average Text Distance Metrics by Method
o8 08 - _— B search
= Search 3 Context
3 Context
0.7 o .
0.6 06
05 0s
@
o o
2 0.4 H
g Soa
032 032
03 03
o021 o021
0.2 02
0.1 01
O'ﬂwmlllzud Edit Similarity Word Overlap Normalized Edit Distance Bigram Distance O‘Rormnllz-d Edit Similarity Word Overlap Normalized Edit Distance Bigram Distance
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Figure 5.3: Text Distances comparison on SummEdits dataset for CoVE and RARR.

Incorporating context boosts performance, leading to lower edit and bigram distances, along
with higher similarity and overlap.

Impact of Context on NLI

CoVe: NLI Proportions by Method RARR: NLI Proportions by Method
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33 Context
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Contradiction
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(a) CoVE - NLI Results (b) RARR - NLI Results

Figure 5.4: Benchmark results on SummEdits dataset for NLI.
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Impact of Context on G-Eval

CoVe: G-Eval Scores by Method RARR: G-Eval Scores by Method

s B Search
B Search =3 Context

General Evaluation Hallucination Relevancy General Evaluation Hallucination Relevancy

(a) CoVE - G-Eval Comparison (b) RARR - G-Eval Comparison

Figure 5.5: Benchmark results on SummEdits dataset for G-Eval.

Adding the context information sets the General Evaluation (G-Eval) metric for RARR on
SummEdits to 0.75. While this experiment is quite trivial and the results are expected, it is
important to highlight the following conclusions:

1. Essential Role of Source: Context-enhanced version sets a record across all the experi-
ments in this thesis. Despite numerous attempts and approaches, the original document
remains irreplaceable by other techniques, such as external tools.

2. Limitations of Current Pipelines: Even when the knowledge source is verified and
serves as the actual source for a given claim, pipelines still fall short and can not achieve
full accurate corrections. This finding encourages future researchers to further explore
the pipelines used by fact-checkers and to improve the steps and connections involved.

5.1.2 Self-knowledge vs. Search Engines

RARR and COVE, two popular fact-checkers in the literature, differ in the way that COVE
uses self-knowledge in first released version whereas RARR uses using search engine for
information retrieval in order to verify a given user query.

Two datasets used in this thesis, SummEdits and ExpertQA, include samples that may
require access to online resources. When asked about information before their knowledge
cut-off, LLMs can sometimes retrieve relevant details. Therefore, this section will address
the question of whether LLM self-knowledge is sufficient to answer these types of questions.
Below charts highlight the differences between search engines (legend is external) and self-
knowledge (legend is internal).
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SummEdits - COVE

COVE - SummEdits: Average Semantic Similarity and BERT Score

008 COVE - its: Average Text Di: Metrics
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(a) Semantic BERT Scores for SummEdits (b) Text Distances for SummEdits

Figure 5.6: Comparison of internal knowledge and search tool for Semantic Similarity and
Text Distances.
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Figure 5.7: Comparison of internal knowledge and search tool for NLI and G-Eval.
COVE metrics show that search engine tool performs far better than self-knowledge for fact-

checking on news, with about 14% improvement on General Evaluation and ~%25 increase
on NLI-entailment.
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SummEdits - RARR

RARR - SummEdits: Average Semantic Similarity and BERT Score
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Figure 5.8: Comparison of internal knowledge and search tool for Semantic Similarity and
Text Distances.
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Figure 5.9: Comparison of internal knowledge and search tool for NLI and G-Eval.

RARR'’s results show that using search engines works better for fact-checking news than
self-knowledge. It has a 14% boost in General Evaluation and about a 27% increase in NLI
entailment.
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ExpertQA - COVE

COVE - ExpertQA: Average Semantic Similarity and BERT Score
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Figure 5.10: Comparison of internal knowledge and search tool for Semantic Similarity and
Text Distances.
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Figure 5.11: Comparison of internal knowledge and search tool for NLI and G-Eval.

Similar to the findings and conclusions drawn from SummEdits, COVE demonstrates a
significant improvement of ~11% in General Evaluation by utilizing search engines instead of
relying only on internal knowledge in ExpertQA dataset as well.
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ExpertQA - RARR

RARR - ExpertQA: Average Semantic Similarity and BERT Score
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Figure 5.12: Comparison of internal knowledge and search tool for Semantic Similarity and
Text Distances.
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Figure 5.13: Comparison of internal knowledge and search tool for NLI and G-Eval.

While RARR’s improvement is not as large as expected, it still demonstrates that external
methods outperform internal ones.

Therefore, it is generally advisable to use search engines for fact-checking information that
requires real-time access or any type of up-to-date data. This approach can boost factuality
and relevance of the information verified.

5.1.3 Different Search Engines (Bing, Google, DuckDuckGo)

Web search engines are currently opening-doors to the most up-to-date knowledge available
on the internet. In some cases where knowledge source is fixed, such as official reports and
internal or confidential documentations, search engines might not be an appropriate solution
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for fact-checkers. However, in most situations, fact-checking pipelines rely on using external
tools, particularly search engines. Using search engines improves factuality and relevance, as
shown in previous subsection.

Selecting the right search engine is also quite important because it might affect how
accurate, reliable the information gathered is. Different search engines focus on different
sources and use their own underlying implementations, algorithms, or tricks. This can
definitely change the results. To explore which search engine works best for fact-checking,
following sub-subsections present bar plots comparing Bing, Google, and DuckDuckGo.

Impact of Different Search Engines on Semantic and BERT Scores

COVE: Average Semantic Similarity and BERT Score by Search Engine RARR: Average Semantic Similarity and BERT Score by Search Engine

0.98 0.98 0.98 10 0.98 0.98 0.98
= Bing

10
= Bing
= Google

=3 DuckDuckGo =3 DuckDuckGo

Semantic Similarity BERT Score Semantic Similarity BERT Score

(a) CoVE - BERT Semantic Comparison (b) RARR - BERT Semantic Comparison

Figure 5.14: Benchmark results on SummEdits dataset for BERT Semantic Comparison.

Using the default setup with both fact-checking methods, different behaviors have been
observed across COVE and RARR.
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Impact of Different Search Engines on Text Distance Metrics
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Figure 5.15: Edit Distance comparison on SummEdits dataset using different search engines
for CoVE and RARR.

COVE: Average Text Distance Metrics by Search Engine RARR: Average Text Distance Metrics by Search Engine
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(a) CoVE - Text Distances (b) RARR - Text Distances

Figure 5.16: Text Distances comparison on SummEdits dataset using different search engines
for CoVE and RARR.

When checking edit distance and text distance metrics (ROUGE-1, ROUGE-2, and normalized
edit distance), COVE performs better with Bing, while RARR results remain largely consistent.
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Impact of Different Search Engines on NLI
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Figure 5.17: Benchmark results on SummEdits dataset for NLI using different search engines.
Contextual information in NLI tasks shows varying performance across search

engines.

Impact of Different Search Engines on G-Eval

COVE: G-Eval Scores by Search Engine
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(b) COVE Search Engines - G-Eval Comparison

Figure 5.18: Benchmark results on SummEdits dataset for G-Eval using different search

engines.

RARR results are almost identical and fall within <2% (also reported in original paper [36]
as <1%). In contrast, COVE shows quite a bit of fluctuation, yielding different results for
each search engine. Here, enhanced version of COVE (with Search Engine support) uses
search snippets, while RARR uses passages that involve ranking and retrieving chunks from

respective websites.
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5.1.4 Human Evaluation

The main goal of this human evaluation is to judge LLM-as-a-judge (G-Eval) and NLI,
exploring the correlation between human and machine evaluation methods.

Study Format and Instructions

User study was conducted with 25 participants. Each user is provided with 10 correct
summaries and associated 4 questions. In total, each user replied to 40 questions, and in total
1000 questions were answered.

Following instructions are provided at the beginning of the form:

Instructions

Read the correct summary first.

Compare the correct summary with Summary A and Summary B.
There are no right or wrong answers.

Both summaries can be good or bad.

For each summary (A and B), there are two types of questions:

1. Choose the option that best fits the blank:
* Contradicts: Disagrees with the correct summary
* Supports: Agrees with the correct summary

e Partially aligns with: Only somewhat related or unrelated

2. Rate Quality (Factual accuracy + Relevance):

e Factual accuracy: Is it based on facts? Avoids misinformation?

¢ Relevance: Does the summary cover the main points? Not off-topic?

Then, users were asked to evaluate each question. The first question represents NLI results,
whereas the second question corresponds to G-Eval General Evaluation metric.

In each question, we include samples from RARR or COVE as either summary A or B.
Correct summary represents the ground truth from SummEdits dataset. Summary A or Bs
from fact-checkers are generated using Bing search engine snippets. Both fact-checkers were
provided with the same hallucinated version of the correct summary and asked to mitigate
hallucinations. In 5.19, a sample screenshot from the evaluation form is provided.
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Low Quality

High Quality

Rate the quality of summary B compared to the original, on a scale of 1to 10

1 2 3 4 5

Low Quality

] 7 8 9 10

High Quality

Correct Summary

The James Webb Space Telescope captured a new image of Pandara's Cluster, a megacluster of

galaxies that allowed astronomers to peer into the distant universe and observe never-before-

seen details.

Summary A:

The James Webb Space Telescope obtained
anew image of the dense center of our
galaxy, including the star-forming region
Sagittarius C, revealing never-before-seen
features astronomers have yet to explain

Summary B:

The final refined answer is that the James
Webb Space Telescope has obtained a new
image of Pandora's Cluster, which is a
megacluster of galaxies. The new image
allowed astronomers to peer into the distant

universe and revealed never-before-seen

details.

Summary A correct summary. Summary B correct summary.

partially aligns with partially aligns with

contradicts contradicts

supports supports

Rate the quality of summary A compared to the original, on a scale of 110 10

1 2 3 4 5 6 7 8 9 10
Low Quality

High Quality

Rate the quality of summary B compared to the original, on a scale of 1to 10

1 2 3 4 5 6 7 8 9 10

Low Quality High Quality

Correct Summary

The Biden administration is unveiling audacious goals Thursday for how it will seek to get the
most bang for the billions it has at its disposal to spur the semiconductor sector in the U.S. in the
years ahead.

Figure 5.19: A screenshot from Human Evaluation Form.

Users have been informed that this thesis is studying how well Al-generated summaries
match correct information and results will help improve evaluation of Al systems. All
responses collected are anonymous and used only for this thesis.

Quality (Factual accuracy + Relevance) Results

To evaluate the alignment between the G-Eval scores and human evaluations for the RARR and

COVE methods, we analyzed the mean scores and their differences. Results are summarized
in Table 5.1.
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Method Human Mean Score G-Eval Score Diff
RARR 0.68 0.65 0.03
COVE 0.54 0.52 0.02

Table 5.1: Alignment between G-Eval scores and human evaluations.

For RARR, average human score is 0.68, and average G-Eval score is 0.65. For the COVE
method, average human score is 0.54, and average G-Eval score is 0.52. G-Eval scores are
slightly lower than human evaluations.

These minor differences for both RARR and COVE suggest that G-Eval scores closely reflect
human evaluations for both methods, with a deviation of +3%.

Natural Language Inference Results

We also compared human evaluation and ground truth (GT) values for Natural Language
Inference (NLI) across three categories: Entailment, Neutral, and Contradiction. As discussed
before, DeBERTaV3 model [48] is used for NLI evaluation. The results are presented in
Table 5.2.

Method Human NLI Model

Entailment Neutral Contradiction | Entailment Neutral Contradiction
RARR 45 40 15 30 49 21
COVE 31 37 32 28 47 25

Table 5.2: Comparison of Human Evaluation and NLI predictions

In both methods, there is a higher percentage of Entailment in human evaluations compared
to the NLI model, particularly in RARR. Also, percentage of Neutral instances is lower in
human evaluations. NLI model (DeBERTaV3), is more likely to classify instances as Neutral.
Contradiction shows higher percentages in human evaluations for COVE compared to the
NLI model. Overall, as demonstrated by evaluation of experiments and human evaluation,
RARR performs better than COVE in SummEdits dataset.

Alignment

Analyses indicate a strong alignment between G-Eval scores and human evaluations for
both RARR and COVE methods in rating quality. NLI results show small differences
between human evaluations and actual answers, with dominant classes mostly the same. This
consistency means that G-Eval is a reliable tool for approximating human assessments. It
can be used in scenarios where human evaluations are impractical when there are time or
resource constraints.
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5.1.5 Performance on ExpertQA Dataset

Following SummEdits, ExpertQA results are also explored, it is longer than SummEdits
shorter then longfact but contains a corrected text by human experts allowing better evaluation,
using the same pipeline for SummEdits.

Following plots provide an overview of results:

ExpertQA: Average Semantic Similarity and BERT Score ExpertQA: Average Text Distance Metrics
0.8

Scores

" P 00
Semantic Similarity BERT Score Normalized Edit Similarity Word Overlap Normalized Edit Distance Bigram Distance

(a) Semantic BERT Scores for ExpertQA (b) Text Distances for ExpertQA

Figure 5.20: Comparison of internal knowledge and search tool for Semantic Similarity and
Text Distances.
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Figure 5.21: Comparison of internal knowledge and search tool for NLI and G-Eval.
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Method

Correction

Original Text

COVE

RARR

The Delivery Performance Rate (DPR) in trans-
portation management is calculated by dividing
the number of successful deliveries by the total
number of deliveries attempted, and then mul-
tiplying by 100 to get a percentage. The total
number of deliveries includes all deliveries made
within a specified period, whether they were on
time or late. The resulting DPR value indicates
the effectiveness and efficiency of transportation
management in fulfilling its delivery commit-
ments.

The delivery quota in transportation manage-
ment can be calculated by adding up the total
time for all deliveries and dividing by the num-
ber of deliveries. This metric can be used as a
tool for negotiation where better pricing could
be offered for a more realistic time of delivery.

The delivery quota in transportation management can be
calculated using the Delivery Performance Rate (DPR) formula,
which measures the percentage of on-time deliveries against the
total number of deliveries made within a specific period. The
formula for calculating DPR is: DPR = (On-time deliveries /
Total number of deliveries) x 100. In this formula, "on-time
deliveries" refers to the number of deliveries that meet the
established delivery window, while the "total number of
deliveries" includes all deliveries made within the specified
period, whether they were on time or late. The resulting DPR
value indicates the effectiveness and efficiency of the
transportation management in fulfilling its delivery
commitments.

COVE

Apple and Jimmy lovine’s efforts to curb the on-
set of digitally pirated music can be considered
successful as [...] a decline in music piracy rates.

Apple and Jimmy Iovine’s efforts to curb the onset of digitally
pirated music can be considered successful, as [...] a decline in
music piracy rates.

RARR The information provided in your statement
about Apple and Jimmy Iovine’s efforts to re-

duce music piracy is incorrect.

Table 5.3: ExpertQA: Comparison of COVE and RARR Corrections to the Original Texts

In first example from Table 5.3, RARR describes the delivery quota calculation as "adding
up the total time for all deliveries and dividing by the number of deliveries", but it should be
on-time deliveries. This explanation fundamentally changes the concept from the original.
COVE'’s correction, despite having minor issues, still retains the fundamental concept of
calculating a percentage based on successful versus total deliveries.

In second example, despite having a long-text answer here in Table 5.3, RARR correction
refuses to elaborate in many cases. It simply states that the information is incorrect without
providing specific details as seen with Apple example.

To sum up, for ExpertQA long-form dataset, zero-shot setup performs better than few-shot
setup.

5.1.6 Performance on LongFact Dataset

3rd dataset used within this thesis, called LongFact, does not contain gold answers. For that
reason, a different evaluation framework, FActScore [29], has been used for evaluations on
LongFact dataset.

In publicly available GitHub repository, LongFact already provides concept and object
questions. For each subject (e.g. architecture, chemistry, etc), there are 30 questions provided.
Each of these questions is intended to produce long answers when asked to LLMs. To give
a clearer idea of length of typical long-form factual answers generated in this work, please
refer to Table 5.4.
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Metric Character Count Word Count
Mean 1758 244
Standard Deviation 517 70
Median 1838 260

Table 5.4: LLM Response Lengths for LongFact questions (max_tokens = 500)

On average, each response contains 244 words, which is ~3-5 paragraphs. These long-form
text responses generated by LLMs, are then passed to fact-checking pipelines, to COVE
and RARR. These pipelines are then expected to correct any hallucinations that exist in the
generated long-form answer.

After corrections, the final refined answer is obtained. Evaluation factuality and relevancy
of these long answers is quite challenging due to the fact there are no gold answers in this
dataset.

To evaluate these results, FActScore [54] has been used. It gives a final score that is
a percentage of factual atomic facts. Factuality is determined by the knowledge source.
FActScore is an extensible evaluation package, that allows registering custom knowledge
sources. More detail on FActScore setup can be found under 4-Methodology chapter. Out of
39 topics proposed in LongFact dataset, following 4 topics have been selected: Accounting,
Astronomy, Gaming, and Physics.

Results are shown in four different plots: (1) a histogram with KDE that shows how
FactScores are spread out, (2) a scatter plot that shows link between FactScore and number of
atomic facts, (3) a boxplot that highlights how many atomic facts are in each response, and (4)
a barplot that looks at supported versus unsupported atomic facts. These plots for all subjects
can be found in the upcoming subsections.

LongFact - Accounting

This dataset covers key accounting topics like fiscal years, revenue recognition, depreciation,
and cost accounting.
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Figure 5.22: (a) Distribution of FactScores, showing the spread of scores across the dataset.
(b) Relationship between FactScore and the number of atomic facts per response.
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Figure 5.23: (a) Number of atomic facts present in each response, showing that COVE leads
(b) Comparison between supported and unsupported atomic facts

LongFact - Astronomy

This dataset includes questions about different astronomy topics, like gravitational lensing,
redshift, cosmic inflation, neutron stars, and exoplanets.
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Figure 5.24: (a) Distribution of FactScores, showing the spread of scores across the dataset.
(b) Relationship between FactScore and the number of atomic facts per response.
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Figure 5.25: (a) Number of atomic facts present in each response, showing that COVE leads
(b) Comparison between supported and unsupported atomic facts

LongFact - Gaming

This dataset contains questions about the gaming industry, covering topics like Al in game
design, player agency, cross-platform gaming, VR/AR, and monetization practices.
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Distribution of FActScores Between RARR and COVE (Gaming)
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Figure 5.26: (a) Distribution of FactScores, showing the spread of scores across the dataset.
(b) Relationship between FactScore and the number of atomic facts per response.
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Figure 5.27: (a) Number of atomic facts present in each response, showing that COVE leads
(b) Comparison between supported and unsupported atomic facts

LongFact - Physics

This dataset includes questions on various advanced physics topics, such as quantum me-
chanics, special relativity, chaos theory, quantum field theory, and more.

36



5.1. ANALYSIS

Distribution of FActScores Between RARR and COVE (Physics) Relationship Between FActScore and Number of Atomic Facts Per Response (Physics)
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Figure 5.28: (a) Distribution of FactScores, showing the spread of scores across the dataset.
(b) Relationship between FactScore and the number of atomic facts per response.
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Figure 5.29: (a) Number of atomic facts present in each response, showing that COVE leads
(b) Comparison between supported and unsupported atomic facts

In each category, including astronomy, gaming, and physics, COVE is more reliable and is
able to provide longer answers. Having longer answers allows FactScore to generate more
atomic facts from LLM-generated responses. With longer text and more atomic facts, there
is more room for error but COVE was able to provide factual information according to the
knowledge source.

Based on the experiments, the main conclusion is that COVE outperforms RARR on the
Long-Fact dataset. Interestingly, in previous tests, RARR had performed better than COVE.
One of the reason is that RARR uses short few-shot examples by default, while COVE, in its
default setup, uses zero-shot. This gives COVE more flexibility to adapt to the longer text
format. For these type of 2-3 paragraph datasets, if few-shot used, then examples need to be
adjusted to reflect dataset format.
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5.2 Improvements

As an additional contribution, this thesis aims to address some of the shortcomings of existing
methods by introducing specific improvements into the pipelines. These enhancements
include the use of multiple search engines for retrieval, various prompts and prompting
techniques (e.g. chain-of-thought and more few-shot examples), and the use of focused-
context and specificity prompts.

5.2.1 Search Snippets over Passages

In the following experiments, Bing search full-text retrieval from URLs and finding relevant
passages are referred to as passages, whereas Bing search snippets are referred to as snippets.
Main goal is to compare how two different types of search engine usage affect fact-checking
accuracy, detailed analysis with plots is provided in the following subsection.

Impact of Passage Retrieval vs. Snippets on Semantic and BERT Scores

RARR: Average Semantic Similarity and BERT Score by Search Engine RARR: Average Semantic Similarity and BERT Score by Search Engine "
10 0.98 0.98 0.98 o 0.99 0.99 0.99

== Bing = Bing

B Google

=3 DuckDuckGo 3 DuckDuckGo

Semantic Similarity BERT Score Semantic Similarity BERT Score

(a) Passage Retrieval - BERT Semantic Comparison (b) Snippets - BERT Semantic Comparison

Figure 5.30: Benchmark results on SummEdits dataset for BERT Semantic Comparison be-
tween passage retrieval and snippets.

38



5.2. IMPROVEMENTS

Impact of Passage Retrieval vs. Snippets on Text Distance Metrics

RARR: Average Edit Distance by Search Engine RARR: Average Edit Distance by Search Engine”
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Figure 5.31: Edit Distance comparison on SummEdits dataset using passage retrieval vs.
snippets.
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(a) Passage Retrieval - Text Distances (b) Snippets - Text Distances

Figure 5.32: Text Distances comparison on SummEdits dataset using passage retrieval vs.
snippets.

39



5.2. IMPROVEMENTS

Passage Retrieval vs. Snippets on NLI

RARR: NLI Proportions by Search Engine RARR: NLI Proportions by Search Engine*

Contradiction Contradiction

Neutral
Neutral

Entailment

Entailment: 32%

Entailment Entailment: 27%

Google Bing DuckDuckGo Google Bing DuckDuckGo

(a) Passage Retrieval - NLI Comparison (b) Snippets - NLI Comparison

Figure 5.33: Benchmark results on SummkEdits dataset for NLI using passage retrieval vs.
snippets.

Passage Retrieval vs. Snippets on G-Eval

RARR: G-Eval Scores by Search Engine RARR: G-Eval Scores by Search Engine’

General Evaluation Hallucination Relevancy General Evaluation Hallucination Relevancy

(a) Passage Retrieval - G-Eval Comparison (b) Snippets - G-Eval Comparison

Figure 5.34: Benchmark results on SummEdits dataset for G-Eval using passage retrieval vs.
snippets.

Snippets are around 8% more effective than passages for fact-checking. While passages
provide more context, snippets—despite their brevity—are often more efficient at quickly
delivering relevant information. This simplification and shorter context also help LLMs to
detect and correct hallucinations better.

A noticeable takeaway is that DuckDuckGo snippets are not as reliable as those from
Google and Bing. DuckDuckGo search snippets tend to repeat instead of adding more context.
However, DuckDuckGo does manage to retrieve relevant websites (returning same URLs).
When URLs are retrieved and passages are extracted independently, the results are almost
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identical. However, if out-of-the-box search engine snippets are used, DuckDuckGo falls short.
Its major advantage is that there are no costs associated with screen scraping DuckDuckGo.
5.2.2 Few-shot over Zero-Shot

Summedits

In the following experiments comparing few-shot and zero-shot setups, Bing search and
snippets are fixed, and dataset used is SummEdits.

COVE - Zero vs. Few shot: Average Semantic Similarity and BERT Score COVE - Zero vs. Few shot: Average Text Distance Metrics
0.98 0.98

00
Semantic Similarity BERT Score Normalized Edit Similarity Word Overlap Normalized Edit Distance Bigram Distance

(a) Semantic BERT Scores Comparison (b) Text Distances Comparison

Figure 5.35: Comparison of Zero-shot and Few-shot COVE for Semantic Similarity and Text
Distances.
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Figure 5.36: Comparison of Zero-shot and Few-shot COVE for NLI and G-Eval.

For COVE, adding few-shot examples boosts factuality and shows that the pipeline itself
is not quite different than RARR, achieving a similar G-Eval General Evaluation score. It
also fixes the error with the pipeline that is starting the answers with an indicator: "The final
refined answer is", as shown in Table 5.5 below:
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Original Correction (Zero-Shot) Improved Correction
(Few-Shot)

A Chinese mine col- The final refined an- The Chinese mine
lapse killed at least two swer is: A Chinese tragedy led to the
people and left over 50 mine tragedy killed at deaths of at least two
others missing. Chi- least two people and individuals, with over
nese officials say numer- left over 50 others miss- 50 people reported
ous vehicles were also ing. Chinese officials missing. Chinese
buried in the collapse.  say numerous vehicles officials have also

were also buried in the confirmed that multiple

collapse. ~ The num- vehicles were buried in

ber of people reported the collapse.

missing after the inci-

dent is not provided in

the given context.

Table 5.5: Comparison of Original and Corrected Texts. Bold Highlighted Part is Redundant.

ExpertQA

In this part, the setup is the same as the previous setting, except the dataset switch from
SummEdits to ExpertQA.

COVE - Zero vs. Few shot: Average Semantic Similarity and BERT Score

COVE - Zero vs. Few shot: Average Text Distance Metrics

=3 Zero-Shot
= Fewshot

cores

P a—— 0ol
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(a) Semantic BERT Scores for ExpertQA (b) Text Distances for ExpertQA

Figure 5.37: Comparison of Zero-shot and Few-shot ExpertQA for Semantic Similarity and
Text Distances.
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COVE - Zero vs. Few-Shot: NLI Proportions COVE - Zero vs. Few shot: G-Eval Scores
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Figure 5.38: Comparison of Zero-shot and Few-shot ExpertQA for NLI and G-Eval.

Understanding how few-shot examples work is crucial for fact-checkers and plays a critical
role in how successful they are. However, enhanced few-shot version of ExpertQA shows
no real improvement. This is because the dataset requires some flexibility on fact-checkers.
Generic short few-shot examples are less helpful (or need tailored, highly specific examples
— which were not explored due to time constraints). That’s why COVE zero-shot, without
any modifications, performs better than RARR already in this dataset. RARR zero-shot
version also does not yield better results than COVE, and this explains some gaps such as
less freedom in RARR work for handling long-texts.

5.2.3 Focused Context and Specificity

In the following experiments comparing initial prompt and refined prompt setups, for search
tool Bing Search (snippets) is used, and dataset used is SummEdits.

RARR - its: Average ic Similarity and BERT Score RARR - its: Average Text Di Metrics
o Y -

inital Prompt
=31 Refined Prome = inital Prompt

P —— 00
Semantic Similarity BERT Score Normalized Edit Similarity Word Overlap Normalized Edit Distance Bigram Distance

(a) Semantic BERT Scores for Summedits (b) Text Distances for Summedits

Figure 5.39: Comparison of Initial and Refined Prompts, Summedits for Semantic Similarity
and Text Distances.
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RARR - Summedits: NLI Proportions RARR - Summedits: G-Eval Scores
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Figure 5.40: Comparison of Initial and Refined Prompts, Summedits for NLI and G-Eval.

In this part, the setup is the same with previous setting, except the search engine switch
from Bing to Google.

RARR - Summedits: Average Semantic Similarity and BERT Score RARR - its: Average Text Di: Metrics
§ §
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(a) Semantic BERT Scores for Summedits (b) Text Distances for Summedits

Figure 5.41: Comparison of Initial and Refined Prompts, Summedits for Semantic Similarity
and Text Distances.
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RARR - Summedits: NLI Proportions RARR - Summedits: G-Eval Scores
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Figure 5.42: Comparison of Initial and Refined Prompts, Summedits for NLI and G-Eval.

The main change is refining the prompts to be more specific. Each prompt now addresses
the issues found in pipeline after deep diving generated results and checking them one by
one. The key changes are:

* Decontextualization Improvements: Refined prompts to fix the issue of some questions
being too general and lacking context. For example, instead of asking, “Who died 32
years ago?”, now asking, “Did Bourne Randolph die 32 years ago?”

* Clarity/Detail: Providing extra context when needed. For instance, instead of asking,
"Where was Stanford Prison Experiment conducted?", now asking "Was the Stanford
Prison Experiment conducted in the basement of Encina Hall at Stanford University?"

¢ Spelling/Grammar: Fixed minor spelling and grammar errors

These updates led to a good achievement: scoring over 0.5 in entailment and above 0.7 in
general evaluation—setting a new record on SummEdits, excluding the first results by adding
the original document itself.

5.3 Distribution of Hallucination Types

For this analysis, a subset of SummEdits samples that scored less than 0.5 in factuality was
used. These samples were then passed to GPT-40, from OpenAl, to identify hallucination
types. Below is the prompt used:
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1) Given the following original text and corrected text, identify the
types of hallucinations present in the corrected text according to
the taxonomy provided.

2) Focus on identifying the deepest (leaf) hallucination types.

3) Terms like ’Factual Hallucinations’ or ’Verifiable Falsehoods’ are
not specific enough and inner nodes should not be returned. 1, 1.1, and 2 shoulf
not be returned.

{taxonomy}
{one_shot_examples}
Original Text: "{original_ textl}"

Corrected Text: "{corrected_text}"
Hallucination Types (deepest level only):

Table 5.6 shows the distribution of hallucinations, in the proposed categories and subcate-
gories:

Type Category Subcategory RARR (%) COVE (%)
1.1.1 Numeric Hallucinations 24 15
o 1.1.2 Temporal Hallucinations 14 12
1.1 fiable Falseh
Factual Hallucinations Verifiable Falsehoods 1.1.3 Location Hallucinations 19 21
1.1.4 Reasoning Hallucinations 28 37
1.2 Unverifiable Falsehoods - 15 16

Table 5.6: Distribution of Hallucination Types in Terms of RARR and COVE Percentages

Factual Hallucinations

Factual hallucinations are hallucinations that involve inaccurate or fabricated information.
The most dominant factual hallucinations are Reasoning Hallucinations, accounting for 28%
in RARR and as high as 37% in COVE.

Numeric Hallucinations account for 24% of RARR. This demonstrates a recurrent problem
with correct number handling. Then, there are two types of hallucinations: temporal and
locational. They appear less often, but enough to indicate difficulties with dates or locations.

Faithfulness Hallucinations

When it comes to faithfulness hallucinations, there’s a different situation. Instructional
errors and self-inconsistencies are pretty rare, near zero in RARR and COVE. Faithfulness
hallucinates does not apply to experiments in this dataset.
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6 Discussion

This chapter summarizes the research findings and discusses the limitations of the study
along with some proposals for future research.

6.1 Key Findings

This section reviews the methodologies and data sources used in the research, along with the
limitations of language models (LLMs) in generating accurate information.

Which Fact-Checker Provides Better Corrections?

Comparative results reveal interesting insights and show that COVE is better for more
expressive and courageous corrections with a zero-shot setup as shown in the LongFact
dataset, while RARR optimizes for relevancy to the original text.

RARR also tends to perform more careful or simple corrections because it includes a simple
yet effective rule: if the editor step in the pipeline makes an excessive change, this change is
not allowed and is reverted. The distance between the original claim and the edited claim is
measured by the Levenshtein distance. Examples of corrections are provided in Table 6.1.

Summary Type Content

Gold Summary The founder of the troubled digital start-up Ozy Media has been arrested on fraud charges as part of a scheme
to prop up the financially struggling company.

Hallucinated Summary The founder of the triumphant digital start-up Ozy Media has been arrested for fraud charges as part of a

(input to fact-checker) scheme to sell the financially thriving company Ozy Media.

RARR (Bing snip.) The founder of the ailing digital start-up Ozy Media has been arrested on fraud charges as part of a plan to
support the financially struggling company.
CoVe (Bing snip.) The CEO of Ozy Media, Carlos Watson, has been arrested on fraud charges. Ozy Media is facing financial

struggles and there is a scheme in place to prop up the company. However, there is no information or news
updates regarding the CEO’s arrest. The current status of Ozy Media is that it has shut down, and its CEO
has been accused of deceiving potential investors. The company’s chairman, Marc Lasry, has stepped down.

Table 6.1: Example of an instance from SummEdits with final outputs of CoVe and RARR,
both based on Bing search snippets. The RARR correction was more concise, while
CoVe was more informative and detailed.

Selection of "News" Articles in SummEdits

The decision to emphasize "news" articles in the SummkEdits dataset was driven by their
structured format. News articles are easier to retrieve and fact-check using search engines.
Other article categories in the SummEdits dataset (bill summaries, e-commerce summaries,
or scientific TL; DRs) often lack context or key identifiers. For example, an e-commerce
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summary might state, “The company is increasing its dividend to $0.15 per share” but fail to name
the company, making it almost impossible to fact-check. In contrast, news articles often offer
comprehensive context. For instance, the article specifies, “A report by Forbes found that Binance
secretly transferred $1.8 billion worth of funds to several hedge funds in August 2022.”, enabling
accurate retrieval and validation. This makes news articles particularly suitable for these
experiments.

Do Snippets Perform Better Than Full-Text Retrieval?

Passages do provide more context, but snippets are better at delivering spot-on information,
even though they are shorter. This simplicity helps large language models (LLMs) catch and
fix mistakes more easily. Snippets provide approximately an 8% factuality boost compared
to passages for fact-checking. Additionally, search engines are making snippets longer and
more detailed, which makes them even more suitable for LLMs.

Below Table 6.2, shows an example of retrieving chunks from full-text websites is suffering
from numerical hallucination:

Summary Type Content

Gold Summary Bird flu was not deemed to be a threat to humans until 1997, after an outbreak in Hong Kong. Since then,
around 870 infections have been reported worldwide, with 457 deaths in 21 countries.

Scrape page + ranking Since the bird flu outbreak in Hong Kong in 1997, more than 890 sporadic human infections with A(H5N1)
bird flu viruses have been reported worldwide, resulting in 457 deaths in 23 countries.

Search Snippets Bird flu was not regarded as a threat to humans until 1997, after an outbreak in Hong Kong. Since then,
around 870 infections have been reported worldwide, with 457 deaths in 21 countries.

Table 6.2: Example of an instance from SummEdits with final outputs of RARR, one based
on Google search snippets, the other based on full-page retrieval. Full-page setup
retrieving topK chunks.

Fact-checking challenges with Internal LLM Knowledge

One of the key challenges identified in this research is the inherent limitation of LLMs when
relying solely on internal knowledge. While models such as GPT-4 can generate factually
relevant content, they are often restricted by their training data, which may become outdated
or lack necessary details. For example, when the LLM was queried about "Quantum Field
Theory”, it provided a broad overview, but its response lacked the latest insights from current
research, such as new findings on spontaneous symmetry breaking and virtual particles. Moreover,
models without access to real-time information frequently return incomplete or partially
correct answers, such as stating, "I'm sorry, as an Al language model, I don’t have access to real-time
information.”

Is Wikipedia a Reliable Knowledge Source?

During LongFact experiments, evaluations are realized by FActScore. Running FActScore
requires a reliable knowledge source. However, Wikipedia as a knowledge source for fact-
checking has the following main problems:
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1. Biases in Content: Wikipedia is known to have various biases [57], [58], including
political [59], persistent [60], gender [61], cultural [62], and framing bias [63].

2. Coverage and Notability Issues: Some articles in Wikipedia can be incomplete or
lacking depth, creating a skewed representation of knowledge. Generated long-form
texts contain more atomic facts than a simple one-sentence claim, and, therefore, require
more comprehensive knowledge source(s).

3. Vulnerability to False Information and Vandalism: Wikipedia allows open editing,
and articles can contain false information at any point in time [64].

Despite its widespread use, these limitations should be considered while designing fact-
checking systems. In cases where there are no ground truth answers available, LM generated
answers was evaluated using FActScore. However, fact-checkers may fail to capture all the
necessary information to detect and correct hallucinations since all of the aspects of generated
answers are not covered on respective Wikipedia page(s).

Is DuckDuckGo Able to Return Relevant Search Results?

The evaluation of DuckDuckGo’s search capabilities revealed mixed results. While the
search result links themselves were often accurate and relevant, the snippets provided by
DuckDuckGo were less useful. They tended to repeat information rather than provide
additional context, limiting their utility in long-form fact-checking tasks.

6.2 Limitations and Future Work

This study gives useful insights into fact-checking methods for Large Language Models
(LLMs) by running different experiment setups. However, it has some limitations. One
key issue is that it focuses only on specific fact-checkers, namely COVE and RARR [35],
[36]. By looking at only these two, research might have missed other important aspects of
fact-checkers.

Another limitation is the use of only a subset of the ExpertQA dataset. Due to high
computational costs, the full dataset was not used.

Some ideas that could improve fact-checkers were not explored due to time constraints.
Integrating these applications in industrial use cases would require more effort on optimiza-
tion side since these pipelines are quite inefficient. A single fact-checking along with the
evaluation might take up to 2 minutes, depending on the LLM and method used. Cost and
performance wise, these models have much room for improvement. Simple future directions
for optimization might be merging multiple LLM calls into one single LLM call, caching,
merging prompts, etc.

Firstly, better connecting steps in the fact-checking pipeline could help. For example, if the
search tool fails to find good evidence, question generator could be called again, to create
shorter or simpler questions. This kind of back-and-forth could improve the retrieval of
relevant information.
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6.2. LIMITATIONS AND FUTURE WORK

Secondly, creating a prompt adjustment step, such as a few-shot example generator, is
also another possible improvement. Having prompts tailored to problem or dataset before
checking claims can be beneficial. Adjustments should consider factors such as topic, style,
tone, etc. for prompts.

Thirdly, improving routers within COVE is also promising. Right now, COVE router uses
following prompts: WIKI_CHAIN, MULTI_CHAIN, and LONG_CHAIN:

WIKI_CHAIN: For questions looking for a list or set of entities.

MULTI_CHAIN: For questions with multiple parts, each needing separate answers
from different text spans.

LONG_CHAIN: For questions that need long answers.

Refining prompts, especially for LONG_CHAIN, could improve the process. There are also
overlaps between categories like MULTI_CHAIN and LONG_CHAIN, which can be confusing for
language models. Fixing these overlaps might improve accuracy.

Using more than one knowledge source is another potential improvement. Every method
has its limits, so combining different sources could cover their weaknesses. Building a
knowledge base specific to the problem area and using search engines to verify information
could make fact-checking more reliable.

Finally, advanced search techniques (e.g. Google Dorks) could help find more relevant
information. For example, using site-specific searches or keywords can guide searches to
trusted sources:

Query Example:
bauarbeiten 141 site:.de

This query looks for construction work (bauarbeiten) related to bus line 141 on the
official MVV Munich website.

An example snippet:

“Bus 141 / 170 - Anton-Will-Strafle > RockefellerstrafSe: Diversion due to construction
work on Neuherbergstrafie (July 29th - October 25th, 2024) more.”

Using advanced search techniques, on-the-fly search queries that are customized for each
atomic question can be created using LLMs. One atomic question might require checking
resources published in 2023 (i.e. after:2023-01-01 before:2023-12-31), while another one
needs to only look for official government websites (i.e. inurl: gov). This query generator
can be added to pipelines. It should be enough to provide a list of search operators (e.g.
site:, inurl:, intext:, before, filetype:, etc.)

Future work should explore these potential improvements. Combining token probabilities
with Retrieval Augmented Generation (RAG) approaches, better connecting steps in pipeline,
adding a few-shot prompt generator, improving the routing system, using multiple sources,
and using advanced search methods are promising directions. Research in these areas could
make fact-checking for LLM-generated content more accurate and reliable.
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7 Conclusion

In this study, impact of many different setups on the performance of two state-of-the-art
systems, COVE and RARR, for post-hoc hallucination correction is explored. Furthermore,
improvements on post-hoc correction pipelines have been demonstrated on used datasets.
Finally, a taxonomy of hallucination types and their distribution is examined.

Referring back to the research questions:

RQ1: What is an appropriate taxonomy for categorizing hallucinations in Large Language
Models (LLMs)?

In recent literature on LLM factuality, hallucinations are generally classified into two main
types. Proposed taxonomy also has factual and faithfulness hallucinations in the first level
[11]. Expanding on this initial classification, a detailed taxonomy for hallucinations in LLMs
is proposed as follows:

1. Factual Hallucinations
e Verifiable Falsehoods:

— Numeric Hallucinations: Mistakes about numbers (e.g. LLM saying a city has
fewer people than it actually has).

— Temporal Hallucinations: Errors with dates or times (e.g. LLM claiming an
event happened in the wrong year).

- Location Hallucinations: Misinformations on geographical parts or places
(e.g. LLM writing Eiffel Tower is in Berlin).

- Reasoning Hallucinations: Flawed logic (e.g. LLM concluding it must have
rained just because the ground is wet).

¢ Unverifiable Falsehoods: Claims that can not be proven right or wrong (e.g.
imaginary situations, personal claims, hypothetical scenarios, or events that lack
any form of proof or validation).

2. Faithfulness Hallucinations: This type looks at how well the model sticks to instructions
and maintains consistency:

¢ Instructional: When the model fails to follow user prompts (e.g. LLM giving a
pizza recipe when asked for pasta).

¢ Self-inconsistency: When the model contradicts itself (e.g. LLM saying hamburger
is healthy in earlier messages while also accepting fast-foods are not healthy later
messages in multi-turn conversations).
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¢ Contextual: When the output does not match the context (e.g. LLM simply refutes
or ignores the given context).

This taxonomy gives us a clearer picture of hallucinations in LLMs. Main contribution of
this taxonomy is in the detailed subcategories. By breaking down the different types (e.g.
numeric, location, etc.), it is possible to analyze further fact-checker behaviours.

This breakdown also helps in identifying common errors. To give an example, it might lead to
noticing numerical hallucinations are overlooked by a fact-checker and accordingly adjusting
specific prompts. One can tweak only the tools relevant to numerical hallucination detection
and corrections. One advantage is that running taxonomy analysis is very straightforward
since it is an LLM-based hierarchical classification realized by few-shot prompts. Any LLM
can extract taxonomy from custom datasets, as long as there is ground truth text for compari-
son. Proposed approach also works across various domains.

RQ2: How can the Retrieval Augmented Generation (RAG) technique handle long contexts
efficiently?

Handling long-text itself is a challenging problem. LLMs still suffer from the known issue
"Lost in the Middle’ [65].
RAG can handle long contexts effectively in fact-checking by:

¢ Using Atomic Parts: Breaking down given queries into atomic claims and generating
separate verification questions.

¢ Using Search Snippets: Pulling only small relevant information to help LLM reason
better in search engine setup.

¢ Custom Knowledge Bases: Using domain-specific data to minimize knowledge-source
limitations.

¢ Optimizing Connections: Connect or unify each step to avoid performance lags.

¢ Search Operators: Using specific search techniques to improve accuracy in retrieval
step, or hybrid search

These steps help RAG stay efficient with long text inputs.

RQ3: How can we balance editing and faithfulness when improving generated text?
Hallucination correction while keeping it faithful to the original meaning is a challenging
problem, and exists in recent fact-checking pipelines. One of the conclusions is that there is
a trade-off between refinement and faithfulness. Experiments have also shown that COVE
successfully corrects hallucinated inputs if correct evidence is retrieved — yet applies excessive
refinements. On the other hand, RARR always generates more faithful output to the original
summary — but fails to refine even if evidence is provided in some scenarios.

To balance editing and faithfulness:
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¢ Adding Few-Shot Examples: Provide the model with examples similar to desired ones
for better output.

* Keeping Relevant: Avoid excessive refinement via text distance based rules.

In short, there should be a sweet spot in between refinements and relevancy. If a pipeline is
designed to refuse excessive refinements, then have the correct evidence but no edit will be
applied to hallucinated input. If a pipeline is designed to apply corrections aggressively, then
it might lead to off-topic text generation.

While this thesis focus is limited to COVE and RARR, analysis and improvements aforemen-
tioned should be applicable and benefit existing and emerging fact-checking pipelines.
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