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Motivation
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Goal Statement: 

The process of obtaining insights in a particular domain, which is generally directed towards a complex, 
open-ended task.

- E.g. “Find out about the Chinese Technology Sector”

Knowledge Exploration

The similarity between texts that is specific towards a specific aspect
- E.g. two texts are similar if their subject is a Technology company.
- Or: two texts are similar if their subject is a Chinese company.

Aspect Based Text Similarity

Improving knowledge exploration for Wikipedia articles by automatically creating aspect specific links 
between Wikipedia pages which address a particular information need of the user.

Goal Statement



Illustration: Aspect Based Similarity

Generic Similarity Aspect Based Similarity
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What is aspect based similarity?

Research Questions
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Q1

What is the state of the art for semantic textual similarity and aspect-based similarity?

Q2

How to create embedding representations that capture the similarity for specific 
aspects?

Q3

How to evaluate the improvements in knowledge exploration on Wikipedia?

Q4
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Experiments
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Training Data Composition Data Augmentation

External Knowledge Bases
*NEW

*NEW

“Aspect-Based Document Embeddings 
require a lot of training data”

Use Cases

Wikipedia

PapersWithCode
*NEW“Aspect-Based Document Embeddings 

have not been applied to Wikipedia so far”

Models SBERT

“New State-of-the-Art Methods for 
Training (Generic) Embeddings have 
been developed” 

Contrastive Learning 
(SimCSE)

*NEW



Data Augmentation
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“Data augmentation in data analysis are techniques used to increase the amount of data by adding slightly modified copies of already 
existing data or newly created synthetic data from existing data.” (Wikipedia)

Original Text Augmented Text

room classification on floor plan graphs using graph neural networks. we 
present our approach to improving room classification tasks on floor plan 
maps of buildings by representing floor plans as undirected graphs and 
leveraging graph neural networks to predict the room categories. rooms in 
the floor plans are represented as nodes in the graph with edges 
representing their adjacency in the map. we experiment with house-gan 
dataset that consists of floor plan maps in vector format and train multilayer 
perceptron and graph neural networks. our results show that graph neural 
networks, specifically graphsage and topology adaptive gcn were able to 
achieve accuracy of 80% and 81% respectively outperforming baseline 
multilayer perceptron by more than 15% margin.

room classification task on floor plan maps of buildings using graph neural 
networks. rooms in the floor plans are represented as nodes in a graph with 
edges indicating their adjacency in map - our approach aims to improve room 
category prediction based on graphsage and topology adaptive gcn models

Summarization



Data Augmentation
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“Data augmentation in data analysis are techniques used to increase the amount of data by adding slightly modified copies of already 
existing data or newly created synthetic data from existing data.” (Wikipedia)

Original Text Augmented Text

room classification on floor plan graphs using graph neural networks. we 
present our approach to improving room classification tasks on floor plan 
maps of buildings by representing floor plans as undirected graphs and 
leveraging graph neural networks to predict the room categories. rooms in 
the floor plans are represented as nodes in the graph with edges 
representing their adjacency in the map. we experiment with house-gan 
dataset that consists of floor plan maps in vector format and train multilayer 
perceptron and graph neural networks. our results show that graph neural 
networks, specifically graphsage and topology adaptive gcn were able to 
achieve accuracy of 80% and 81% respectively outperforming baseline 
multilayer perceptron by more than 15% margin.

room classification on floor plan graphs using graph optical networks. we 
present our technique to improve room classification task using floor plan 
maps of houses by representing floor plans as undirected graphs and lever- 
aging graph optic networks to infer the room categories. rooms in the floor 
plans are represented using nodes in the graph with edges representing their 
neighborhood in the map. we experiment with house - gan dataset that 
consists of floor plan maps in vector format and train multilayer perceptron and 
graph neural networks. our results show that graph neural networks, 
specifically graphsage and topology adaptive gcn were able to achieve 
accuracy of 80 % and 81 % respectively outperforming baseline multilayer 
perceptron by more than 15 % margin

Synonym Replacement



Data Augmentation
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“Data augmentation in data analysis are techniques used to increase the amount of data by adding slightly modified copies of already 
existing data or newly created synthetic data from existing data.” (Wikipedia)

Original Text Augmented Text

room classification on floor plan graphs using graph neural networks. we 
present our approach to improving room classification tasks on floor plan 
maps of buildings by representing floor plans as undirected graphs and 
leveraging graph neural networks to predict the room categories. rooms in 
the floor plans are represented as nodes in the graph with edges 
representing their adjacency in the map. we experiment with house-gan 
dataset that consists of floor plan maps in vector format and train multilayer 
perceptron and graph neural networks. our results show that graph neural 
networks, specifically graphsage and topology adaptive gcn were able to 
achieve accuracy of 80% and 81% respectively outperforming baseline 
multilayer perceptron by more than 15% margin.

we experiment with house-gan dataset that consists of floor plan maps in 
vector format and train multilayer perceptron and graph neural networks.rooms 
in the floor plans are represented as nodes in the graph with edges represent- 
ing their adjacency in the map.room classification on floor plan graphs using 
graph neural networks.our results show that graph neural networks, 
specifically graphsage and topology adaptive gcn were able to achieve 
accuracy of 80% and 81% respectively outperforming baseline multilayer 
perceptron by more than 15% margin. we present our approach to improve 
room classification task on floor plan maps of buildings by representing floor 
plans as undirected graphs and leveraging graph neural networks to predict 
the room categories.

Sentence Shuffling



Data Augmentation
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“Data augmentation in data analysis are techniques used to increase the amount of data by adding slightly modified copies of already 
existing data or newly created synthetic data from existing data.” (Wikipedia)

Original Text Augmented Text

room classification on floor plan graphs using graph neural networks. we 
present our approach to improving room classification tasks on floor plan 
maps of buildings by representing floor plans as undirected graphs and 
leveraging graph neural networks to predict the room categories. rooms in 
the floor plans are represented as nodes in the graph with edges 
representing their adjacency in the map. we experiment with house-gan 
dataset that consists of floor plan maps in vector format and train multilayer 
perceptron and graph neural networks. our results show that graph neural 
networks, specifically graphsage and topology adaptive gcn were able to 
achieve accuracy of 80% and 81% respectively outperforming baseline 
multilayer perceptron by more than 15% margin.

room classification on floor plan graphs using graph neural networks. we 
experiment with house-gan dataset that consists of floor plan maps in vector 
format and train multilayer perceptron and graph neural networks. our results 
show that graph neural networks, specifically graphsage and topology 
adaptive gcn were able to achieve accuracy of 80% and 81% respectively 
outperforming baseline multilayer perceptron by more than 15% margin.

Sentence Deletion



PapersWithCode - Data Augmentation Results 

© sebis13.9.2022 - Emanuel Johannes Gerber - Improving Wikipedia Knowledge Exploration Capabilities by Similarity and Aspect Based Navigation

Existing Benchmark by Ostendorff 
et. al 2022

Improvements by avg. 
~4% for MRR

Improvements through 
Data Augmentation by 
~6% for MRR

Generic Text 
Embeddings



Training Data Composition with Wikidata
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Training Data Composition with Wikidata
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Country Aspect

Industry Aspect

Mixed Aspect
(Industry OR Country)

Seed Document Positive Document Negative Document

Seed Document Positive Document Negative Document

Seed Document Positive Document Negative Document

Seed Document Positive Document Negative Document



Data Composition with Wikidata

© sebis13.9.2022 - Emanuel Johannes Gerber - Improving Wikipedia Knowledge Exploration Capabilities by Similarity and Aspect Based Navigation

Generic Text Embeddings

Outperforming Single 
Aspect Embeddings



Illustration Aspect Based Document Embeddings
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Generic Document Embeddings Country-Specific Document Embeddings



Illustration Aspect Based Document Embeddings
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Country-Specific Document Embeddings Industry-Specific Document Embeddings



Illustration Aspect Based Document Embeddings
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Multi-Aspect Document Embeddings



User Study
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Amazon.com, Inc. is an American multinational 
technology company based in Seattle that focuses on 
e-commerce, cloud computing, digital streaming, and 
artificial intelligence. It is considered one of the Big 
Four tech companies, along with Google, Apple, and 
Facebook….

Amazon Prime is a paid subscription service offered by 
Amazon that gives users access to services that would 
otherwise be unavailable, or cost extra, to the typical 
Amazon customer…

TigerDirect is an El Segundo, California-based online 
retailer dealing in electronics, computers, and 
computer components that caters to business and 
corporate customers…

Art Technology Group (ATG) was an independent 
Internet technology company specializing in 
eCommerce software and on-demand optimization 
applications until its acquisition by Oracle on January 
5, 2011

A technology company (or tech company) is an 
electronics-based technological company, including, 
for example, business relating to digital electronics, 
software, and internet-related services, such as 
e-commerce services

User ChoicesUser Prompt

Assume you want to learn more about E-Commerce 
Companies. Please read the given article and then 
rank which of the given articles you would like to read 
next (1 to 5)

…

Generic Text 
Embeddings

Industry Specific 
Embedding

Multi-Aspect 
Embedding
(Country + Industry)

Baseline Wikipedia 
Link

21 users 

10 tasks

8-12 user choices per 
task

Randomization

=> ~2100 data points

https://en.wikipedia.org/wiki/Electronics
https://en.wikipedia.org/wiki/Technology
https://en.wikipedia.org/wiki/Company
https://en.wikipedia.org/wiki/Digital_electronics
https://en.wikipedia.org/wiki/Software
https://en.wikipedia.org/wiki/Internet
https://en.wikipedia.org/wiki/E-commerce


User Study Results
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Country-Specific Task Industry-Specific Task

Conclusion: Multi-Aspect Article Recommendations reflect a “more natural” user need



Conclusions
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● Data Augmentation only works when sufficiently enough 
ground-truth data is given

● Contrastive Learning (SimCSE) consistently outperforms 
SBERT on aspect based embeddings

● Wikidata is a rich source for composing aspect based 
documents

● Multi-Aspect embeddings show unexpected qualities
● Users show a preference towards Multi-Aspect embeddings 

Next Steps

● Identify user needs in order to build custom user exploration
● Explore Sequence-To-Sequence models for composing custom 

aspect-based datasets 
(Arxiv: Towards Zero-Label Language Learning)



Q&A
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Backup - Data Augmentation (100 instances per Label)
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User Study - Example
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Backup - Methods: (Generic) Document Similarity
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- Compute document embedding ei for each document di using SBERT
- similarity(d1,d2) = cosine_distance(e1,e2)

Document Embeddings

- Compute average of word embeddings avgdi for each document di (e.g. using Word2vec or GloVe)
- similarity(d1,d2) = cosine_distance(avgd1, avgd2)

- Extract top k key phrases for each document di and create avg document embedding avgd for all 
key phrases (e.g. using KeyBert)

- similarity(d1,d2) = cosine_distance(avgd1, avgd2)

Key Phrases

* State of the Art

Word Embeddings
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1. Define Aspects
1.1. A1: “Technology related”
1.2. A2: “China related”
1.3. A3: “Industry related”
1.4. A4: A1 ∩ A2 ∩ A3

2. Extract Aspect specific Documents/Sections from Wikipedia
2.1. Using Text Matching (e.g. Text includes the word “China”) - naive approach
2.2. Using WikiData Knowledge Graph (e.g. Entity is less than k links away from “China Entity”)
2.3. Combinations of Keyword Extraction and Word Embeddings

3. Create Dataset of Triplets (d1, d2, y
a)

3.1. ya is {0,1} depending on if d1 and d2 share the same aspect a
4. Train Aspect Specialized Document Embedding (based on pretrained BERT 

embedding)
4.1. Training Objective: maximize the similarity of the embeddings of document pairs (d1, d2) with ya=1 

(documents that are similar in aspect a)

* Derived from Ostendorf et. al 2022

Backup - Example: Creating Aspect Specific Embeddings
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Illustration: User Study
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Tencent Holdings Ltd., also known as Tencent (Chinese: 腾讯), is a Chinese 
multinational technology and entertainment conglomerate and holding 
company headquartered in Shenzhen. It is one of the highest grossing 
multimedia companies in the world based on revenue. It is also the largest 
company in the video game industry in the world based on its investments, 
with Tencent Games being its subsidiary focused on publishing of games.[4]

Founded in 1998, its subsidiaries globally market various Internet-related 
services and products, including in entertainment, artificial intelligence, and 
other technology.[5] Its twin-skyscraper headquarters, Tencent Seafront 
Towers (also known as Tencent Binhai Mansion) are based in the Nanshan 
District of Shenzhen.[6]

Shenzen

Standard Wikipedia Links

Twin Skyscraper

Alibaba

Chinese Game Industry

Amazon Inc.

Silicon Valley

Links based on aspect based similarity

“Find out about the Chinese Technology Sector”

Goal Statement
Seed Document

User Choices

Links based on (generic) similarity
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https://en.wikipedia.org/wiki/Simplified_Chinese_characters
https://en.wikipedia.org/wiki/Multinational_corporation
https://en.wikipedia.org/wiki/Conglomerate_(company)
https://en.wikipedia.org/wiki/Holding_company
https://en.wikipedia.org/wiki/Holding_company
https://en.wikipedia.org/wiki/Shenzhen
https://en.wikipedia.org/wiki/Video_game_industry
https://en.wikipedia.org/wiki/Tencent_Games
https://en.wikipedia.org/wiki/Video_game_publisher
https://en.wikipedia.org/wiki/Tencent#cite_note-4
https://en.wikipedia.org/wiki/Internet
https://en.wikipedia.org/wiki/Tencent#cite_note-biobk-5
https://en.wikipedia.org/wiki/Tencent_Binhai_Mansion
https://en.wikipedia.org/wiki/Tencent_Binhai_Mansion
https://en.wikipedia.org/wiki/Nanshan_District,_Shenzhen
https://en.wikipedia.org/wiki/Nanshan_District,_Shenzhen
https://en.wikipedia.org/wiki/Shenzhen
https://en.wikipedia.org/wiki/Tencent#cite_note-6


Datasets
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- Experimenting with Data Augmentation
- Comparing Model Performance with 

existing Benchmark

- Constructing Aspect-Based Datasets from 
External Knowledge Bases

- Multi-Aspect Embeddings


