
Chair of Software Engineering for Business Information Systems (sebis) 
Faculty of Informatics
Technische Universität München
wwwmatthes.in.tum.de

Automated Tenor Analysis in German Legal Court Rulings

Mario Turic, March 15, 2021, Final Presentation Bachelor Thesis



1. Motivation 

2. Research Questions

3. Related Work 

4. German Court System, Judge Interviews and Tenor Text Corpus

5. Court Ruling Pipeline & Evaluation Metrics

6. Results and Discussion

7. Conclusion and Future Work 

8. References

Outline

© sebis 2



Motivation

● The German court systems is a central parts of the german society

● Growing amount of manual and repetitive labor done by lawyers and judges

● Reduced time for high quality work due to higher quantity of court rulings to analyzed and writen

● Opportunities through the usage and enhancements of software and natural language processing

Goal: Improvement of the current digitalization for the german civil court system through...

● Automated legal consequence extraction from tenor texts

● Derivation of legal consequences using court ruling instance trains
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Research questions
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RQ1: Which techniques & concepts, from Natural Language Processing in the context of

german (semi-) structured texts, can be used to automatically extract legal consequences 

from a given tenor ? 

RQ2: To what extent can the legal consequences from prior instances be derived by the

tenor from the last instance, and is it required to consider other parts of the court

rulings as well to make the derivation more accurate ? 

Research approach taken – Design Science

● Construction of a text corpus

● Interviews with legal domain experts

● Evaluation of the artifacts/software build
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Related Work

● Urchs et al. tried to classify different legal writing styles of lawyers using binary classification
algorithms. They also stated that the publicly available already annotated corpora of German legal
texts are rare. 

● Leitner et al. established a freely available dataset containing 705 documents were collected and
annotated for the task of Named Entity Recognition (NER), whereas 107 court decisions from seven
different courts allocated in Germany were collected.

● Ashely et al. examined the question how information can be extracted from already made court rulings
and how these information can be used to predict the outcome of new law cases in terms of correct or
abstinent decisions made by the classifier.

● Pranckevičius et al. presented a research paper comparing naive bayes, randomforest, decision tree
and support vector machines performance for the problem of multi class text classification. an interval
with minimum of 24.1% and an maximum of 58.5% of average accuracy.
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Domain Overview (I) – German Court System

● AAA
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Domain Overview (II)
German civil court

system
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References

● General court system in
Germany [BmJV1]

„Court ruling instance train“

1. Instance: AG or LG

2. Instance: LG or OLG

3. Instance: OLG or BGH or BPG



Domain Overview (II)
German civil court
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Domain Overview (III) – German court ruling instance train
(Theory)
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Domain Overview (III) – German court ruling instance train
(Practice)
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Domain overview (V) – Core constructs of interest

References

● General court ruling structure [ZPO]
[Hofmann] 

● General tenor structure [Kurpat]
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Domain overview (VI) – Interviews with german civil court judges
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Interview Preparation:

● An amount of 119 civil court judges contact data was
prepared and contacted

● 5 particular judges responded and participated in the
interviews

● Guided interviews with prepared questionaire

Interview Results:

● The questions were answered by judges aged 28 to 56.

● The affinity towards technology and software was generally in the middle (3.5) on a numeric scale from 1 (low) to 5 (high)

● Read approximately two to three court rulings completely throughout a work week and 

● Scan more than 20 court rulings on the average in a work week

● Tenor and the legal consequences of the cases are not in their main focus. 

● Each of the interviews can be found in full length in the appendix of the bachelor thesis.

Interview Execution:

● Phone/Videocalls with the judges

● Recorded the interviews

● Used the recordings to postprocess the insights
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● The court ruling data were collected by crawler, manually 
and mostly in .pdf file format

● 3030 tenor texts from court ruling documents were labeled for RQ1:

● Manual labeling using the labeling manual constructed by Ingo, lawyer and
me

● Tenor text data was stored insight an .xslx file(s) and parsed 
(shown in the following slides)

Domain overview (VII) – Tenor text corpus

● 300 complete instance trains were collected
and labeled for RQ2:
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Curt Rouling Pipeline
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Inspiration Source: Wirth, Rüdiger, and Jochen Hipp - CRISP-
DM: Towards a standard process model for data mining



Curt Rouling Pipeline
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Tenor Preparation – Labeled Tenor text data for RQ1
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Tenor Preparation – Labeled Tenor text data for RQ1
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Tenor Preparation – Labeled Instance train data for RQ2
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Curt Rouling Pipeline – Tenor Preparation
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● Checked crawled court rulings, manuall court ruling search using Juris.de

● Extracted the tenor text data into google spreadsheets

● Labeling of the tenor text data using the labeling manual 
(constructed by Ingo & me using civil law literature)



Curt Rouling Pipeline – Preprocessing & Feature Engineering
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● Removal of non ASCII characters and etc

● Regular expression and german stop word removal
using NLTK corpus for german words

● SnowBall stemmer used for stemming of German words

● Frequency based feature creation (TF-IDF) → TF-IDF Features



Curt Rouling Pipeline – Modelling
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● Use the build feature vectors from the tenor text data and 
given instances of main, cost and enforceability decision as labels
to build the classifiers

● Considered rule based approaches, multi class classification, 
multi label classification and tenor text generation with similarity check using
given labels 

● Went with the multi class classification approach with the following models
1. Linear Support Vector
2. Logistic Regression
3. (Multinomial) Naive Bayes
4. Random Forest



Curt Rouling Pipeline - Prediction 
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● Trained the classifiers on training data set

● Predicted legal consequences of unseen test data 
using the trained classifiers

● Made use of skicit learns build in classification report functionality for the split of
the datasets

● Stratification to build very similiar distributions of labels across the training and
test data sets

● Used cross validation with an folding factor of 10



Curt Rouling Pipeline – Evaluation metrics
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● Calculated the precision, recall, F1-score and accuracy of the 
predictions made

● Focused on the outcome 
of the F1-scores

● Also measured precision
and recall

● Calculated the accuracy scores, although it does not consider the tenor text
data distribution

● Calculated also the macro and micro averages of the multi class classification
for each tenor aspect



(If enough Time) Short Demo: Input, Algorithm and Outcome
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Results – RQ1 – Extraction of legal consequences - (I)
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Linear Support Vector Classifier Logistic Regression Classifier



Results – RQ1 – Extraction of legal consequences (II)
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Multinomial Naive Bayes Classifier Random Forest Classifier



Results – RQ2 – Derivation of legal consequences (LC) (I)
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Linear Support Vector Classifier from the 3rd Instance tenor text. . .

Derivation of the 2nd Instance LC Derivation of the 1st  Instance LC



Results – RQ2 – Derivation of legal consequences (LC) (II)
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Logistic Regression Classifier from the 3rd Instance tenor text. . .

Derivation of the 2nd Instance LC Derivation of the 1st  Instance LC



Results – RQ2 – Derivation of legal consequences (LC) (III)
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Multinomial Naive Bayes Classifier from the 3rd Instance tenor text. . .

Derivation of the 2nd Instance LC Derivation of the 1st  Instance LC



Results – RQ2 – Derivation of legal consequences (LC) (IV)
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Random Forest Classifier from the 3rd Instance tenor text. . .

Derivation of the 2nd Instance LC Derivation of the 1st  Instance LC



Results
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● Need for reduction of manual labor and supportive tool verified through judges interviews

● Extraction of legal consequences from the tenor text through multi class
classification works well

● Derivation of legal consequences from the revision instance performs bad using
only tenor text data



Discussion
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● More intelligent searching and filtering functionalities would be helpful for legal
domain experts, e.g. Juris.de

● Considering other parts of a court ruling will be needed for the derivation of legal
consequences 

● More advanced machine learning approaches like LSTM, Transformer or Few
Shot Learning could be benefitial for the extraction of legal consequences from
tenor text
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Conclusion
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● Established baseline classifiers work well for the extraction of legal consequences (RQ1) 

● Classifiers performed not good for the derivation of the legal consequences (RQ2)

● Further consideration of other court ruling parts needed for the derivation of legal
consequences

● Interview results showed that the tenor is not often needed in practice by judges



Future Work
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● Extraction of legal consequences could be done 
by text generation and text similarity checks

● Using BERT models specific to legal domain 
like LegalBERT for text generation 
with One Shot Learning (Siamese Network) 
for text similarity checks

● Court ruling pipeline could be extended 
to deliver new insights back 
to the domain continuously



Thank you for your attention !

Suggestions ?

Questions ?

Remarks/Feedback/Opinions ?
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