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Research questions and approaches

§ Research questions
RQ 1. How are the norm chains created by judges/legal authors?
RQ 2. How to technically generate the norm chains for each verdict document?
RQ 3. Can norm chains be generated just by the content in the respective verdict document? 

Do we need extra dataset?

§ Research approaches
§ Literature research
§ Interview with legal domain experts
§ Statistical analysis of given dataset
§ Mathematical modeling and experiments to predict the norm chains
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Dataset
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§ 56,606 .xml files of German verdict documents (2010-
2016)
§ Among them, 32,893.xml files (58.11 %) have the 

legal norm chains while the others don’t.

§ Norm chains (NORMENKETTE) and Norms (NORM) 
are the labels for each case

§ In the documents, the sections highly relevant to our 
task include: 
§ Guiding principle (LEITSATZ)
§ Fact of case (TATBESTAND)
§ Reasons (GRUENDE)

§ Within the sections, Referral (VERWEIS-GS) are the 
tags that annotate most of the legal norms

§ Additionally, we use regular expression to extract the 
missing norms in plain text and check if the norms are 
correctly annotated.
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Algorithms and models

1. Rule-based algorithm
§ Extract legal norms from the raw ruling text
§ Assigning scores to each norm based on their frequencies and positions
§ Pick the candidate norms with scores above a specific threshold

2. Text classification with machine learning models
§ Approach 1

§ Numeric vector representation of norms as input for each document
§ Entries are the frequencies of the norms
§ Train different classification models and fine-tuned the best performer

§ Approach 2
§ Numeric vector representation of norms as input for each document
§ Each index of the vector represent the norm and its position
§ Entries are the frequencies of the norms in a specific section
§ Train different classification models and fine-tuned the best performer
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Algorithms and models

3. Text classification with BIGRU-ATT and BIGRU-LWAN neural network models
§ Preprocess input text
§ Embed input text with GloVe as the input data
§ Train the neural networks for large-scale text classification problem
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Bidirectional GRU with self attention (BIGRU-ATT) Bidirectional GRU with label-wise attention (BIGRU-LWAN)



Algorithms and models

4. Text summarization with BERT-Transformer model
§ Preprocess input text

§ Clean the text data 
§ Select fact of case and reasoning sections as input text 
§ For applying BERT encoder, truncate and post-pad the input text to the fixed length of 512

§ Encoding part of the model is the pre-trained BERT encoder for German language
§ The hidden state vectors are then fed into the Transformer decoder part
§ Train the whole model to predict the norm chains as summarization
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Results – RQ1
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§ Research methods: Literature research and Interview
§ 3 Interviews on Zoom
§ Interviewees are experienced lawyer in international law firm and editors in German legal publisher
§ Interview questions:

§ Manual norm chain generation process
§ Prediction results validation
§ Extra input dataset to improve prediction performance
§ Application

§ Answer to RQ 1: Manual legal norm chain generation
§ Based on the analysis from the lawyers and legal authors
§ Select most important and relevant norms according to the ruling document and their domain knowledge
§ The sequence of norms doesn’t follow a strict rule: logical / alphabetical / numerical… and they don’t consider the 

sequence as a very important attribute in the chains



Results – RQ2
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Model Input Code Code + ParaNr. Code + ParaNr. + SecNr.
Precision Recall F1 Precision Recall F1 Precision Recall F1

Rule-based Text 0.5638 0.7440 0.6415 0.4732 0.6371 0.5431 0.4453 0.5958 0.5097 

ML(MLP-2000) NormVec 0.5834 0.7082 0.6397 0.5668 0.6486 0.6049 - - -

ML(MLP-1000) NormVec w. 
Position

0.6905 0.9427 0.7971 0.4100 0.4732 0.4393 - - -

BIGRU-ATT * Text-GloVe 0.7066 0.7192 0.7128 0.1655 0.2057 0.1834 - - -

BIGRU-LWAN * Text-GloVe - - - 0.0855 0.1070 0.1128 - - -

BERT-Transformer Text 0.5247 0.4781 0.5003 0.3526 0.3845 0.3679 0.3026 0.3521 0.3255 

* The BIGRU-ATT model and BIGRU-LWAN model are trained with data including ‘LEITSATZ’ section

§ Research methods: mathematical modeling and experiments



Results – RQ2

© sebis 17

§ Prediction demo: BERT-Transformer summarization model

BGB 611,  GG Art. 3 

BGB 143,  GG Art. 3

AO 173 Abs. 1 Nr. 2, AO 175 Abs. 1 S. 1 Nr. 2, EStG 3b

AO 173 Abs. 1 Nr. 1,  AO 173 Abs 1,  EStG 10 Abs. 1 Nr. 2 

BetrVG 102 Abs. 1,  BetrVG 102 Abs. 3,  KSchG 2

KSchG 1 Abs 2,  BetrVG 102 Abs. 2,  BetrVG



Results – RQ2
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§ Rule-based algorithm
§ Pros:

§ Strong baseline model on all granularity levels
§ Easy to implement and explainable

§ Cons:
§ Cannot generate norms that doesn’t exist in current input

§ Text classification with machine learning models
§ Pros:

§ Outperform other methods on more abstractive prediction level
§ Cons:

§ Stiff method, only predict to pre-defined specific format
§ Poor ability to predict more detailed information, e.g. section number
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§ Text classification with neural network models
§ Pros:

§ No norm extraction step in data processing
§ Cons:

§ Higher complexity without better performance
§ Stiffness in prediction
§ Poor performance in predicting more detailed clauses

§ Text summarization with BERT-Transformer model
§ Pros:

§ Can generate ’new’ clauses in prediction
§ Can generate more detailed norms and the norm sequences in the prediction
§ More flexibility in prediction

§ Cons:
§ Higher complexity
§ Prediction not accurate enough  



Results – RQ2
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§ Answer to RQ 2: Use models and algorithms to generate the legal norm chains
§ On the legal code and paragraph number level: MLP model with norm vectors as input
§ On the section number level: rule-based algorithm or BERT-Transformer neural network
§ More flexibility in the prediction: BERT-Transformer neural network



Results – RQ3
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§ Research method: Interview

§ Answer to RQ 3: Extra dataset to generate better predictions
§ According to the interview results, additional dataset of legal codes and courts might be helpful

§ Courts information can indicate the type of cases
§ Law code complexity and length sometimes determine the granularity of the norms while being cited

Sorce: C.Löser at de.wikipedia
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Potential application
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Legal clauses

Legal code

Paragraph Nr.

Section Nr.

Year

Court

…
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Conclusion and outlook

Summary

§ Design and implement of automatic legal norm chain generation models for German legal verdicts
§ Rule-based model
§ Multi-label classification

§ MLP model
§ BIGRU with different attention mechanism

§ BERT-Transformer text summarization model

§ Potential applications for the users in legal domain

Future work

§ Adding extra input data to generate precise legal norm chain prediction
§ Integration of this automation tool for law firms and legal publishers
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