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Motivation
References between Company Policies and Regulatory Documents

§ Deriving company policies from regulatory documents is a legal requirement for companies
à Implicit reference

§ Explicit references are required for future audits or updates 

© sebis180226 Christoph Erl Master‘s Thesis Final Presentation 3

COBIT 5

ISO/IEC 
27001:2005

PCI DSS 
v3.1 

Finish 
Personal 
Data Act

MAS TRMG

Company 
Policy I

Company 
Policy II

Company 
Policy III

BDSG

Regulatory
Documents

Company
Policies



Motivation
References between Company Policies and Regulatory Documents

§ Deriving company policies from regulatory documents is a legal requirement for companies
à Implicit reference

§ Explicit references are required for future audits or updates 

© sebis180226 Christoph Erl Master‘s Thesis Final Presentation 4

COBIT 5

ISO/IEC 
27001:2005

PCI DSS 
v3.1 

Finish 
Personal 
Data Act

MAS TRMG

Company 
Policy I

Company 
Policy II

Company 
Policy III

BDSG

Example Regulatory Document 
Payment Card Industry Data Security Standard (PCI DSS) 

Page 1/139



Motivation
References between Company Policies and Regulatory Documents

§ Deriving company policies from regulatory documents is a legal requirement for companies
à Implicit reference

§ Explicit references are required for future audits or updates 

© sebis180226 Christoph Erl Master‘s Thesis Final Presentation 5

COBIT 5

ISO/IEC 
27001:2005

PCI DSS 
v3.1 

Finish 
Personal 
Data Act

MAS TRMG

Company 
Policy I

Company 
Policy II

Company 
Policy III

BDSG

Example Regulatory Document: PCI DSS 
Payment Card Industry Data Security Standard 

Page 69/139



Motivation
References between Company Policies and Regulatory Documents

§ Deriving company policies from regulatory documents is a legal requirement for companies
à Implicit reference

§ Explicit references are required for future audits or updates 

© sebis180226 Christoph Erl Master‘s Thesis Final Presentation 6

COBIT 5

ISO/IEC 
27001:2005

PCI DSS 
v3.1 

Finish 
Personal 
Data Act

MAS TRMG

Company 
Policy I

Company 
Policy II

Company 
Policy III

BDSG

Example Regulatory Document: PCI DSS 
Payment Card Industry Data Security Standard 

Page 70/139



Motivation
References between Company Policies and Regulatory Documents

§ Deriving company policies from regulatory documents is a legal requirement for companies
à Implicit reference

§ Explicit references are required for future audits or updates 

© sebis180226 Christoph Erl Master‘s Thesis Final Presentation 7

COBIT 5

ISO/IEC 
27001:2005

PCI DSS 
v3.1 

Finish 
Personal 
Data Act

MAS TRMG

Company 
Policy I

Company 
Policy II

Company 
Policy III

BDSG

Example Regulatory Document: PCI DSS 
Payment Card Industry Data Security Standard 

Page 70/139

Example Paragraph: PCI DSS § 8.2.5

Do not allow an individual to submit a new 
password that is the same as any of the last 

four passwords he or she has used.
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Company Policy § 2.3.2

The user password must be at 
least 8 characters long with at 

least one special character 
and must not be same with 
any of his/her previous 4 

passwords.

PCI DSS § 8.2.5

Do not allow an individual 
to submit a new password 
that is the same as any of 
the last four passwords he 

or she has used.

“Do we comply with PCI DSS?”

“Is this control still up-to-date?”

Loss of
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Motivation
Industry Partner Alyne GmbH

§ RegTech Company 

§ Launch in 2015
§ Software-as-a-Service (SAAS)
§ B2B

§ Business Idea

§ Alyne delivers a software that supports organisations to 
manage their cyber security, risk management and 
compliance. 

§ Generalized control statements serve as a glue between 
company policies and regulatory documents
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Motivation
Industry Partner Alyne GmbH – Control Statements

§ Paragraphs from regulatory documents and company policies are linked by generalized, well defined 
control statements
à Explicit References
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PCI DSS § 8.2.5
Do not allow an individual to submit 
a new password that is the same as 
any of the last four passwords […].

Company Policy § 2.3.2
The user password […] must 

not be same with any of 
his/her previous 4 passwords.

Control Statement
User passwords shall be 

prevented from being changed to 
any of the previous x passwords. 



Motivation
Industry Partner Alyne GmbH – Data Model

§ Paragraphs from regulatory documents and company policies are linked by generalized, well defined 
control statements
à Explicit References
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§ Linking Controls to Control Statements by hand is a very labour intensive process for regulatory experts!

§ Problem Statement:
How can we support regulatory experts in their work routine, in particular, to link company policy controls and 
regulatory documents to control statements?

Motivation
Problem Statement
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§ Proposed Solution:

§ A recommender system suggests related control statements for a given input control using text 
similarity approaches. 

§ Whenever an expert intends to link a control, the system sorts the collection of 879 control statements 
according to their semantic similarities to the control whereby the more similar control statements appear 
at the top.

§ The intended effect is that experts 

§ do not need to check all control statements but only the top results (time savings) and 
§ find control statements which they might have forgotten (improved data quality). 

Motivation
Proposed Solution
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Motivation
Proposed Solution
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Motivation
Proposed Solution
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1. User passwords shall be prevented from being 
changed to any of the previous 10 passwords. 

2. Privileged account passwords shall be prevented 
from being changed to any of the previous 15 
passwords.

Do not allow an individual to submit 
a new password that is the same 
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System

879.Recovery from backup media shall be tested at 
least every year. 

Vector
Representation
• TF-IDF or
• Word2Vec or
• Doc2Vec

Similarity
Measure

• Cosine 
Similarity

[ 0.1, 0.5, 0.2, ..., 0.9]

[ 0.2, 0.6, 0.3, ..., 0.7] 
à Similarity: 95%

[ 0.8, 0.1, 0.4, ..., 0.2]
à Similarity: 40%

[ 0.4, 0.7, 0.2, ..., 0.8]
à Similarity: 92%

(accurately matching terms only)

(synonyms to some degree)
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1. To which degree does the text similarity approach solve 
the semantic text matching problem?

2. What text similarity approach performs best - TF-IDF, 
Word2Vec or Doc2Vec? 

3. Which preprocessing technologies have a positive impact 
on the matching results? 

4. Does the addition of meta information to control 
statements improve the results? 

5. What are good corpora to train Word2Vec and Doc2Vec? 

6. Can chapter or paragraph context help to improve the 
results? 

Research Approach
Research Questions
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Quantitative Evaluation: Rank-Position-Score (RPS, average rank)
§ 1000 ground truth items from 10 regulatory documents

Qualitative Evaluation: Feedback sheet

Research Approach
Iterative Approach
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Evaluation Evaluation Evaluation Evaluation Evaluation Evaluation

Implemen-
tation

RQ 3 RQ 4 RQ 5 RQ 6 RQ 2 RQ 1

1. Introduction

{
"identifier": "PCI DSS v3.1 8.2.5",
"input": "Do not allow an individual to submit a new password

that is the same as any of the last four passwords he/she
has used.",

"outputs": [
"Control_Statement_Id_00033", // "User passwords shall be

prevented from being changed to any of the previous 10
passwords."

"Control_Statement_Id_00056",
...

]
}

Listing 1.1: Ground Truth Item

1.3.3. Evaluation Criteria

To quantify the quality of the matching results of our recommender system, we use the intuitive
RP-Score (Ranking-Position-Score, RPS) [Landthaler, 2017] that averages the ranking position
of the expected output contained in the ground truth.

Table 1.3 shows an examplary matching result for the ground truth item in Listing 1.1:

RP Control Statement Id

1 Control Statement Id 00033
2 Control Statement Id 00544
3 Control Statement Id 00056
4 Control Statement Id 00612
. . . (and 875 more)

Table 1.3.: Matching Result Example

The matching result is (throughout the thesis) a list of 879 control statements, while here the
two correct outputs Control Statement Id 00033 and Control Statement Id 00056 have ranking
positions 1 and 3. So, the average rank, or RP-Score, is 1+3

2 = 2.

The optimal RPS in this example is (
P#outputs

i=1 i)/#outputs = 1+2
2 = 1.5.

The average optimal RPS of all ground truth items is 2.75.

8

RPS =
(1+3)/2 = 2
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§ Core functionality: Match a text passage against a collection of other text passages using text similarity 
approaches (TF-IDF, Word2Vec, Doc2Vec)

§ Framework DeepLearning4Java (DL4J)

Implementation
Recommender System
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Configuration

configure

Ground TruthMatcher

evaluate

Matching
Results

match
{

“type“: “word2vec“,
“minWordFrequency“: 3,
“stopWords“: [“can“, “shall“, “and“, ...],
“stemmingEnabled“: true,
“preprocessingEnabled“: true,
“allowedPoSTags“: [“NN“, “NNS“],
“epochs“:  20

}

[{
“identifier“: “ISO 31000:2009 4.3.5“, 
“input“: “The organization should

allocate appropriate resources for
risk management: ...“,

“output“: [
“The Chief Risk Officer shall be 
responsible for the appropriate 
management of risks ...“,
“...“

]
},
{

...
}]



Evaluation Management Evaluation Analysis –
Demo

Evaluation Analysis –
Evaluation Details & Feedback

Implementation
Management & Analysis GUI
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§ Quantitative Evaluation without any optimizations

§ Optimal Average Rank (RPS) is 2.75 à Allows fully automation, but unrealistic

Evaluations & Results
Initial Evaluation
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§ Examine of a selection of state-of-the-art preprocessing technologies

Example

Evaluations & Results
RQ 3: Impact of Preprocessing Technologies on Matching Results
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Results

§ Best Combination 

§ TF-IDF: Cleaning, stopwords removal, stemming
§ Word2Vec, Doc2Vec: Cleaning, stopwords removal, no stemming

§ PoS Tagging had negative impact on results

Evaluations & Results
RQ 3: Impact of Preprocessing Technologies on Matching Results
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§ Control statements are linked with meta information such as topic, subtopic, title and tags. 
à Add information to control statements and examine the impact on matching results

Example

Evaluations & Results
RQ 4: Addition of Meta Information to Control Statements 
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1. User passwords shall be prevented from being 
changed to any of the previous 10 passwords. 

2. Privileged account passwords shall be prevented 
from being changed to any of the previous 15 
passwords.

Do not allow an individual to submit 
a new password that is the same 
as any of the last four passwords 
he/she has used. 

Recommender 
System
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..
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§ Control statements are linked with meta information such as topic, subtopic, title and tags. 
à Add information to control statements and examine the impact on matching results

Example

Evaluations & Results
RQ 4: Addition of Meta Information to Control Statements 
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6.1. Individual Evaluation

6.1.2. Meta Information

The second iteration extends control statements by key words and matches then the extended
statements against input controls. Adding meta information can create new matching pairs
which boost up related controls statements and thus automatically boost down unrelated ones.

Preparation

The Alyne database provides meta information for each control statement. Listing 6.1 presents
an example control statement with additional fields including topic, subtopic, title and tags.

{
"id": "Control_Statement_Id_00033",
"topic": "Password Management",
"subTopic": "Password History",
"title": "User Password History Length",
"statement": "User passwords shall be prevented from being

changed to any of the previous 10 passwords."
"tags": [ "Password History", "Access Management", ... ]

}
Listing 6.1: Control with Meta Information

Topics and subtopics group together related control statements, for example, “Password Man-
agement” or, more specifically, “Password History”. It is noted that subtopics can also be formu-
lated in a general manner, like “General Principles”. The title is basically just a shorter version
of the actual statement. Tags are, as the name indicates, a collection of related key words.

Table 6.1 gives the average number of words per meta information field in order to get an idea
by how much text we extend the control statements.

Meta Information Field ? Words

Topic 2.54
Subtopic 2.37
Title 2.69
Tags 8.53
All Fields 16.13

Ground Truth Items 74.30
Control Statements 21.55

Table 6.1.: Meta Information Statistics

These fields often contain overlapping terms and we assume that they do not contain any
stopwords. Topic, subtopic and title consists of between 2 and 3 words in average. Tags, on

39



Results

§ “The more meta information, the better the results”

§ A deterioration could not be stated with available meta information
§ General information that are not sufficiently disjunct to other control statements might worsen the RPS 

Evaluations & Results
RQ 4: Addition of Meta Information to Control Statements 
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§ We investigate several corpora that differ in characteristics regarding content type (off-topic/on-topic) and 
size (small/big) to conclude the influence on matching results. 

Evaluations & Results
RQ 5: Corpora Analysis

© sebis180226 Christoph Erl Master‘s Thesis Final Presentation 43

O
n-

to
pi

c

400 MB200 MB1 MB

Wiki-Topic

Wiki-Other

Regulatory
Sources

Control Statements
Regulatory
Sources
+ 
Wiki-Topic

Wiki-Topic 
+
Wiki-Other

O
ff-

to
pi

c



§ We investigate several corpora that differ in characteristics regarding content type (off-topic/on-topic) and 
size (small/big) to conclude the influence on matching results. 

Evaluations & Results
RQ 5: Corpora Analysis
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Results

§ On-topic corpus + off-topic corpus à slight improvements
On-topic corpus + off-topic corpus à substantial deterioration 

§ Combination of on-topic corpus does not necessarily lead to better results

Evaluations & Results
RQ 5: Corpora Analysis
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Results

§ On-topic corpus + off-topic corpus à slight improvements
On-topic corpus + off-topic corpus à substantial deterioration 

§ Combination of on-topic corpus does not necessarily lead to better results

Evaluations & Results
RQ 5: Corpora Analysis
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Results

§ On-topic corpus + off-topic corpus à slight improvements
On-topic corpus + off-topic corpus à substantial deterioration 

§ Combination of on-topic corpus does not necessarily lead to better results

Evaluations & Results
RQ 5: Corpora Analysis
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§ Paragraph context of input controls, like section titles, often contains key words that might support the 
matching process. 
à Extract context information and examine its impact

Evaluation

Evaluations & Results
RQ 6: Addition of Context Information to Input Controls
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1. User passwords shall be prevented from being 
changed to any of the previous 10 passwords. 

2. Privileged account passwords shall be prevented 
from being changed to any of the previous 15 
passwords.

Do not allow an individual to submit 
a new password that is the same 
as any of the last four passwords 
he/she has used. 

Recommender 
System

879.Recovery from backup media shall be tested at 
least every year. 

..

.

Password History, Access Management, ...

Password History, Access 
Management, ...

Data Lifecycle

Implement strong access 
control measures



Results

§ Improvements for all approaches

Evaluations & Results
RQ 6: Addition of Context Information to Input Controls
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Results

§ Doc2Vec performed best with an average rank of 71

§ All in all, good and balanced performance of all approaches

Evaluations & Results
RQ 2: What text similarity approach performs best? 
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§ Expert interview with 4 experts using feedback sheet

§ Inspection of matching results of best recommender system (Doc2Vec, average rank 71)

§ Focus on the 209 worst matchings (outliers) to see future improvement potential

§ Questions

§ For each of the 209 items: Are there reoccurring patterns?

§ All in all, is the recommender system ready for productive use? 

Evaluations & Results
RQ 1: To which degree does the text similarity approach solve the semantic 
text matching problem? 
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For each of the 209 matchings results: Are there reoccurring patterns?

§ Abbreviations
à Use the document’s list of abbreviation, if available, or any online service 

§ Short input
à Extract more context information of input controls
§ Special Case: Enumeration

§ Missing synonyms
à Enrich meta information of control statements

§ Imbalance in depth of content between input control and control statement (general > specific)
à Match Input with Controls that are already linked with control statements

Evaluations & Results
RQ 1: To which degree does the text similarity approach solve the semantic 
text matching problem? 
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1. Expert works (almost) exclusively with recommender system 
Effect: Significant time savings 

2. Expert works with recommender system (50%) but also traditional method (50%) 
Effect: Medium time savings 

3. Expert uses recommender system only as cross-check and reassurance
Effect: Improved data quality 

4. No productive applicability yet 

Evaluations & Results
RQ 1: To which degree does the text similarity approach solve the semantic 
text matching problem? 
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Levels of maturity:



1. Expert works (almost) exclusively with recommender system 
Effect: Significant time savings 

2. Expert works with recommender system (50%) but also traditional method (50%) 
Effect: Medium time savings 

3. Expert uses recommender system only as cross-check and reassurance
Effect: Improved data quality 

4. No productive applicability yet 

Evaluations & Results
RQ 1: To which degree does the text similarity approach solve the semantic 
text matching problem? 
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§ Preprocessing 
§ Balanced the performance of the text similarity approaches
§ PoS Tagging has a negative impact on results
§ Stemming great effect on TF-IDF, but can have negative effect on Word2Vec and Doc2Vec

§ A larger corpus does not necessarily lead to better results
à Corpus quality has a decisive influence on the matching quality

§ Extending control statements or input controls by additional information (meta or context information) leads to 
great improvements, especially for shorter controls or statements

§ Doc2Vec performs best, Word2Vec and TF-IDF also with good results

§ Already ready for productive use: 
§ cross-check and reassurance à improve data quality 

(already identified a number of cases where the manual initial mapping had errors)
§ But high number of outliers

Evaluations & Results
Summary
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GUI: Deployment Diagram

«device»
Amazon EC2-Linux-Instance

«application server»
Apache Tomcat 8

«artifact»
citadel-server.war

«database server»
CitadelDB

«web server»
Node.js

recommender.jar

«database»
MongoDB

«MongoDB driver»

«REST»

«execution environment»
Angular

CitadelClient

Evaluation Management

Evaluation Analysis

Demo

Dashboard

«collection»
Evaluation

«collection»
User

«collection»
Feedback

«collection»
GroundTruthItem

© sebis180226 Christoph Erl Master‘s Thesis Final Presentation 58



GUI: Screenshot – Evaluations
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GUI: Screenshot – Create Evaluation
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GUI: Screenshot – Demo
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GUI: Screenshot – Demo – Select Matcher
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GUI: Screenshot – Evaluation Detail
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GUI: Screenshot – Evaluation Detail – Charts
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GUI: Screenshot – Evaluation Detail – Matching Results
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GUI: Screenshot – Evaluation Detail – Matching Result
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GUI: Screenshot – Evaluation Detail – Matching Result Feedback
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GUI: Screenshot – Evaluation Detail – Matching Result
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Recommender System: Configuration
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«interface»
Config

+getCollection(): List<String>
+isPreprocessingEnabled(): Boolean
+isStemmingEnabled(): Boolean
+getStopWords(): List<String>
+getAllowedPoSTags(): List<String>
+#moreParameters#(): #Any#

«enumeration»
ConfigType

Tfidf
Word2Vec
Doc2Vec

+type

ConfigImpl

ConfigTFIDF ConfigDoc2VecConfigWord2Vec

ConfigBuilder

+read(configFile: File): Config
+write(config: Config, file: File)
+stopWords(words: List<String>): ConfigBuilder
+#parameterName#(#parameterValue#): ConfigBuilder
+build(): Config

ConfigWord2VecBuilder

ConfigDoc2VecBuilder

ConfigTFIDFBuilder

«build»



Recommender System: Matcher

«interface»
Matcher

+similarity(text1: String, text2: String): double
+rankedCollection(text: String): List<String>

MatcherImpl

#createVector(text: String): Vector
+similarity(text1: String, text2: String): double
+rankedCollection(text: String): List<String>

MatcherTFIDF

#createVector(text: String): Vector

MatcherDoc2Vec

#createVector(text: String): Vector

MatcherWord2Vec

#createVector(text: String): Vector

MatcherFactory

+create(configFile: File): Matcher
+create(config: Config): Matcher

«create»

Tokenizer

+cleaning: Bool
+stemming: Bool
+allowedPosTags: List<String>

+tokenize(input: String): List<String>

+tokenizer

1 1
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Recommender System: Evaluation
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EvaluationDataSets

+averageRPS
+averageOptimalRPS

EvaluationGroundTruthItem

+RPS
+optimalRPS
+#moreMeasures#: #Any#

EvaluationDataSet

+averageRPS
+averageOptimalRPS

DataSets DataSet

+identifier: String

GroundTruthItem

+identifier: String
+input: String
+outputs: List<String>

1..*11..*1

Evaluation

+evaluate(dataSets: DataSets, matcher: Matcher): EvaluationDataSets

«uses»

1..*1 1..*1

«creates»



Evaluation & Results
Initial Evaluation
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Evaluation & Results
Preprocessing – Separate Application
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Evaluation & Results
Preprocessing – Combined Application
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Evaluation & Results
Addition of Meta Information – Separate Addition
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Evaluation & Results
Addition of Meta Information – Combined Addition
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Evaluation & Results
Corpora Analysis
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Evaluation & Results
Addition of Context Information
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Evaluation & Results
Final Evaluation
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Evaluation & Results
Final Evaluation
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Evaluation & Results
Outlier Analysis

32% 

37% 

18% 

5% 
8% 

Different Vocabulary

Vocabulary of Same 
Topic

Synonyms

Key Words

NA
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Code
Text To Vector

3. Natural Language Processing

From Text Passage to Vector

It is now necessary to clarify, based on the concept of TF-IDF, how to transform a text passage
to a vector in order to finally calculate similarities.

The transformation is described in pseudo-code in Algorithm 1.

input : Text text, TFIDFVocabCache cache
output: Vector[] vector

1 words Tokenize(text)
2 vector InitialiseVector(Count(cache))

3 for word in words do
4 get cache index for word, calculate TF-IDF value and put value to vector
5 index IndexOf(word,cache)
6 vector[index] CalculateTFIDF(word)
7 end

Algorithm 1: TF-IDF - from Text to Vector

The algorithm accepts two parameters (input), a text and a vocabulary cache which contains
all terms that appeared within the collection. It returns the final vector representation of the text
passage (output).

The text is first tokenized to single words and the final vector is initialized with a length which is
equal to the (distinct) number of words of the cache. Second, the words are iterated. For each
word, the algorithm reads the cache index and calculates the TF-IDF value. This value is then
put into the vector on the position of the cache index. Finally, the vector is returned.

Because the algorithm can only calculate TF-IDF values for words appearing in the collection,
other unknown words are ignored by the algorithm.

3.2.2. Word2Vec (Word Embeddings)

Word embeddings are words represented as vectors of real numbers while the distance of two
word vectors indicates semantic similarity.

[Mikolov et al., 2013a, Mikolov et al., 2013b] proposes an unsupervised machine learning al-
gorithm, called Word2Vec, that uses a neural network to efficiently train billions of word rep-
resentations in a vector space. These papers show that the algorithm can capture (to some
degree) syntactic analogies (like “secure”, “securely” or “developer”, “development”) as well as
semantic analogies, like “the country to capital city relationship”. It is also noted that simple
algebraic operations can result in semantically meaningful results: a very famous example is
King �Man+Woman = Queen.

16
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3. Natural Language Processing

input : Text text, WordEmbeddingsVocabCache cache
output: Vector[] vector

1 words Tokenize(text)
2 matrix InitialiseMatrix(Count(words), GetWordVectorSize (cache))

3 i 0
4 for word in words do
5 get word vector from cache and put to matrix
6 matrix[i] GetWordVector(word, cache)
7 i ++
8 end

9 average rows of matrix
10 vector Average(matrix)

Algorithm 2: Word Embeddings - from Text to Vector

The text is first tokenized to single words and we initialise a matrix with the word vector size
and the number of words in the text passage. Second, we iterate the words and add the
corresponding vectors to the matrix. Finally, the matrix is averaged and the resulting vector is
returned.

3.2.3. Doc2Vec (Document Embeddings)

Document embeddings are documents (text passages) represented as vectors of real numbers
while the distance of two document vectors indicates semantic similarity.

[Le and Mikolov, 2014] propose the framework Paragraph Vectors (PV) that can create vector
representations from text of any length, such as sentences or documents. The unsupervised
algorithm, called Doc2Vec, is an extension of Word2Vec and algebraic operations can here also
result in semantically meaningful results [Dai et al., 2015].

Figure 3.3 shows two different models of Doc2Vec, the distributed memory model (PV-DM) and
the distributed bag of words (DBOW).

PV-DM is similar to CBOW with the difference that an additional paragraph token (P-ID) is added
to the context. This token acts as the memory or topic of the current context. Together they
predict the next word. It is noted that this model considers the word order.

DBOW is similar to Skip-gram with the difference that a paragraph token instead of a word
predicts its context. The word order is hereby not considered.

18



Word2Vec, Doc2Vec

3.2. Text Similarity Approaches

Concept

The basic assumption of Word2Vec is that words in a corpus are considered as related when
they appear in the same context, which means their surrounding words are similar.

Figure 3.2 shows two different architectures of Word2Vec to create word embeddings: the con-
tinuous bag-of-words model (CBOW) predicts a word based on its context and the continuous
skip-gram model predicts the context for a given word.

the cat sat

on

(a) CBOW

the cat sat

on

(b) Skip-gram

Figure 3.2.: Word2Vec models, based on [Mikolov et al., 2013a, Le and Mikolov, 2014]

Our recommender system implements the Skip-gram model because it generally performs bet-
ter than CBOW, according to [Mikolov et al., 2013a].

Word2Vec provides several parameters to optimise its vectors. We only introduce two that
appear in the further context:

• Vector size: Length of word vector, a bigger size means higher memory usage but also
more space to numerically describe a word

• Epochs: Number of iterations over whole training corpus during training

From Text Passage to Vector

The concept of Word2Vec, as the name indicates, is based on word level so that we first need
to transfer this approach to text level. Therefore, we simply average word vectors.

The transformation from text passage to vector is shown in pseudo-code in Algorithm 2.

The algorithm accepts two parameters (input), a text and a vocabulary cache which stores all
words appeared within the corpus and their word vectors. It returns the final vector representa-
tion of the text passage (output).

17
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3.2. Text Similarity Approaches

the cat sat

on

PV
P-ID

(a) PV-DM

the cat sat

P-ID

on

PV

(b) PV-DBOW

Figure 3.3.: Doc2Vec models, based on [Le and Mikolov, 2014]

Although [Le and Mikolov, 2014] state a better performance for PV-DM, our recommender sys-
tem implements PV-DBOW because our initial evaluations, and also [Lau and Baldwin, 2016],
show contrary results.
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Ground Truth

1.3. Research Approach

1.3.2. Ground Truth

To quantitatively evaluate the quality of the matching results, we have access to a ground truth
of 1000 items from 10 different regulatory documents.

The 10 documents are listed in Table 1.2 including the number of paragraphs and number of
words per paragraph.

Regulatoy Document #Paragraphs ? Words/Paragraphs

BDSG2 24 362.88
COBIT3 5 2012 191 32.02
COSO4 2013 16 18.94
Finish Personal Data Act 523/1999 29 164.24
ISO 22301:2012 37 122.46
ISO 27001:2005 133 24.86
ISO 31000:2009 46 95.17
MAS-TRMG5 21 268 52.00
NIST6 C2M2 Cyber Security Framework v1.1 95 9.02
PCI DSS7 v3.1 161 170.16
All Ground Truths 1000 74.30

All Control Statements 21.55

Table 1.2.: Ground Truth

The ground truth, same as the control statements, are in English language.

They differ in level of detail and paragraph length. Different paragraph lengths can complicate
the matching of two text passages. So, we ensure that our regulatory documents also cover
extreme examples: BDSG with an average length of 363 words per paragraph is almost 17
times longer than the average of 22 for control statements. NIST with an average of 9 is more
than 2 times shorter. ISO 27001 and COSO have nearly same length as the control statements.

Listing 1.1 shows an example ground truth item.

It consists of an identifier, the input control (input) and the corresponding control statements
(outputs). The identifier is a unique string consisting of document title (“PCI DSS v3.1”) and
paragraph (“8.2.5”) of the input control.

2German Federal data protection act
3Control Objectives for Information and Related Technologies
4Committee of Sponsoring Organizations of the Treadway Commission
5Monetary Authority of Singapore Technology - Risk Management Guidelines
6National Institute of Standards and Technology
7Payment Card Industry Data Security Standard

7
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