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Motivation
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• Huge amount of legal documents are produced every day

• Many different kinds of legal documents

[1]  Gruner, 2008, A Client’s Analysis and Discussion of a Multi-Million Dollar Federal Lawsuit 



Motivation
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• Manual document classification is very expensive and time 
consuming
• 13,5 Million $ were spent for classifying 1,6 Million items needing 4 month 

(= 8,50$ per document) [1]
• A lot of time is wasted with (document) discovery [2]

[1] Roitblat, H. L., et al. (2010). Document categorization in legal electronic discovery: computer classification vs. manual review.

Hours:

1	446
5	486 = 26,4	%

Dollars:

483	986
1	697	322 = 28,5	%

[2]  Gruner, (2008). A Client’s Analysis and Discussion of a Multi-Million Dollar Federal Lawsuit 



Ø Result
Ø Document and Sentence classification is a hot topic
Ø Manual classification is very expensive and time-consuming 
Ø Machine learning approach is supposed to help here

Ø Solution Approaches
1. Use of (Ruta) Rules
2. Active Machine Learning (AL)
3. Combination of Ruta Rules and AL

Motivation
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Active Learning – Motivation 
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• Why using Active Machine Learning for Document- & Sentence 
Classification?
• Detection of rules is limited

• Minor linguistic variations are enough that sentences are not 
classified accordingly
• “Im Sinne des Gesetzes” != “Im Sinne der Gesetze”

• Active learning has already been successfully applied in
ü text classification [3]
ü and also within the legal environment [4]

[3] Novak, Mladenič, & Grobelnik, 2006; S. Tong & Koller, 2002; Segal, Markowitz, & Arnold, 2006

[4] Cardellino, Villata, Alemany, & Cabrio, 2015; Šavelka, Trivedi, & Ashley, 2015; Sunkle et al., 2016



Active Learning – Overview
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• Subfield of machine learning with people in the loop (iterative & interactive 
form)

• Goal: Reduce size of needed trainings data by labelling those instances that 
are especially helpful

• Many influencing factors need to be considered (e.g. classifier, query strategy)
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Active Learning – Data Set
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• Document classification
• >100 000 documents
• Manually labelled set of documents received from Datev

• Sentence Classification
• Available from laws (Lexia)
• Manual classification with the help of Elena Scepankova
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Research Path

© sebisFebruary 13th 2017, Kick-off presentation Johannes Muhr 12

? What are common concepts, strategies and technologies used 
in the context of text classification?

? How can (active) machine learning support the classification of 
legal documents and their content (sentences)?

? What does the concept and design of an active machine 
learning service look like?

? How well does the active machine learning service in the 
classification of legal documents and their content (sentences) 
perform?
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Literature Study and Framework Assessment
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Machine 
Learning

(Legal) Text 
Classification

Active 
Learning

Analysis of Machine Learning 
Frameworks



Preliminary Architecture
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Machine Learning Microservice

Rest API

Lexia

Model Store

Scope of thesis

Machine Learning Framework
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Timeline
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Jan Feb March April Mai June July

Literature Review

Writing Master’s Thesis

EvaluationConcept

ClassificationSentence

Document Classification

Implementation

EvaluationConcept

Implementation
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Backup – Literature study
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• Use of online Platforms like
• Google Scholar,
• Web of Science,
• Institute of Electrical and Electronics Engineers (IEEE), 
• or Online Public Access Catalogue (OPAC) and Google Books

• Backwards Search
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