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Introduction: Motivation

Technological transformation in the area of mobility

o Ubiquitous computing is also in the area of mobility, promoting to new
technologies and leading to a rapid and disruptive technological transformation

in this area.

o Various kinds of vehicular sensors generated by the Internet of Things and
a new generation of strongly networked and integrated systems contribute
continuously to the expansion of huge mounds of data.

— o The ability to process and analyze this data and to extract insight and
knowledge that enable intelligent services is a critical capability.

Source: based on [1, 2, 3]
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Introduction: Motivation

Technological transformation in the area of mobility

o Example of these kinds of applications in the mobility industry comprise:

Autonomous Smart " .
i w : iali Mobility services
Connected vehicle driving manufacturing Industrial internet y
:.‘ ’.“ | B d

) RS

N The 5 Vs of volume, velocity, variety, veracity, and value are often
O | used to describe the requirements of Big Data applications and
the characteristics of Big Data.

Source: based on [3]
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Introduction: The ELK stack

The Elasticsearch, Logstash and Kibana (ELK) stack as an
outstanding search-based data discovery tool

o The ELK stack is and end-to-end stack that glean actionable insights in near
real-time from almost any type of structured and unstructured data source.

o Elasticsearch: performs deep search and data analytics.

— oLogstash: is responsible for centralized logging, log enrichment and
parsing log files.

o Kibana: is used to visualize data from Elasticsearch.

4 )
N Due to the fact that the ELK stack is used by many organizations
O | for a variety of business critical functions, an evaluation of its

applicability in the mobility industry seems necessary.
\ _/

Source: based on [4, 5]
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Introduction: The ELK stack architecture

Application server #1

Logstash
(Shipper)

Application server #2 Indexer Storage and index based querying
Logstash » Logstash . : Kibana
(Shipper) (Indexer) Sctilelellal (Visualization)

Application server #3

Logstash
(Shipper)

Source: based on [6]
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Introduction: Research questions

------------------

@ 5 Research question 1:
@) : | ~——oWhat are capabilities and key features of the ELK

------------------

-------------------------------------------------------------------------------------------------------------------------------

-------------------------------------------------------------------------------------------------------------------------------
.

@ : : Research question 2:
& — oWhat are Big Data use cases in the mobility industry?

------------------

------------------

-------------------------------------------------------------------------------------------------------------------------------

-------------------------------------------------------------------------------------------------------------------------------
.

@ . : Research question 3:
9. o For which type of Big Data uses cases is the ELK

------------------

------------------
-------------------------------------------------------------------------------------------------------------------------------
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Introduction: Research approach

arch questions

Research design Rese
Literature | ________ | ___
Review !

1 | is applied for »

! ——————————— + RQ1
|
Descriptive | | 1
study

is applied for »
:
|
|
Case study r--=-=-=-=---7---
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Introduction: Contribution

The contributions of this master’s thesis include

o Provision of an holistic view of the main characteristics and functionalities of
the ELK stack

o Comparison of Elasticsearch and ELK stack to other related technologies
o Description of Big Data use cases in the mobility industry
o Compilation of Big Data use case requirements

—— oJuxtaposition of Big Data use cases on the architecture and the technology of
the ELK stacks using requirements
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Related work: Key findings of literature review

_ Mention of the ELKstack |

Characteristic Count
Yes 23
No, total 169
-No, but only Elasticsearch addressed 131
-No, but only Logstash addressed 13
-No, but only Kibana addressed 1
-No, but all addressed 22
Total 214
_Information source level of detail

Characteristic Count
Detailed 23
More detailed 36
Not detailed 150
Total 214
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Related work: Limitations of related work

The literature synthesis has revealed the following limitations

o None of the analyzed scientific works highlighted explicitly the key features of
the ELK stack adequately

o Present scientific works also neglect of investigating the applicability of the
ELK stack for varying kinds of Big Data use cases

o None of the prevalent scientific works refers to the applicability of the ELK
stack for Big Data use cases in the mobility industry

(These enumerated limitations unveil a research gap and )

N o corroborate the need for this thesis, revealing the key features of
the ELK stack on a holistic view and assessing its applicability for
\ Big Data use cases in the mobility industry seems to be necessary. )
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Descriptive study: Related technologies

Related technologies in literature review

— oApache Solr is mentioned a few times as a related and competitor search
engine to Elasticsearch

o Lucidworks provides an open source end-to-end solution, similar to the ELK
stack, which is called Solr integrated with Logstash and Kibana (SIiLK) stack

o Splunk Enterprise is an end-to-end solution and a commercial rival of
Elasticsearch

Popular search engines

— oElasticsearch (1.), Apache Solr (2.), Splunk Enterprise (3.), MarkLogic (4.),
and Sphinx (5.)

a )

AN o Qualitative descriptions and comparisons between Elasticsearch,
Apache Solr and Splunk Enterprise, including SiLK stack.

\ _/

Source: based on [7]
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Descriptive study: Logstash

Logstash
oIS a open-source tool engine

o provides an integrated framework for log collection, centralization, parsing,
and analysis of a variety of structured and unstructured data

— ois designed to efficiently and flexibly process logs, events, and unstructured
data sources for distribution into a variety of outputs

o can be easily customized via plugins for input, output and data-filters
— ois most commonly used to index data in Elasticsearch

Sources: based on [6, 8, 9, 10, 11, 12]

©sebis 13
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Descriptive study: Elasticsearch

Elasticsearch
— ois a distributed and highly scalable open-source full-text search engine
— ois a fairly new project that is built on top of Lucene

— ogoes beyond free-text search and provides structured search, hit word
highlighting, aggregations, and facets over the data

o performs various types of searches and aggregations
o is primarily designed as a search engine
— ohas been given functionalities to act as a data storage solution

— ois the main component in the ELK stack and provides its storage and search
engine capabilities

Sources: based on [10, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]

©sebis 14
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Descriptive study: Kibana

Kibana
— ois the open-source front end system in the ELK stack

\— ois a data analysis portal that interacts with the Elasticsearch RESTful
interface to retrieve data from Elasticsearch

~— ois based on HTML, JavaScript, and Bootstrap

\— orequires a web server, included in the Kibana 4 package, and it is fully
compatible with any modern browser

\— ois not a requirement for querying the search cluster

o supports time-based comparisons, easy creation of graphical data
representations like plots, charts and maps, flexible and responsive web
interface, and a powerful search syntax

— odoes not provide any authentication or authorization mechanism by default

Sources: based on [9, 12, 19, 21, 24, 25, 26, 27, 28, 29]
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Case study: Overview of Big Data use cases (l/lll)

sebis

Use case ID
Compute Li Li Li Li Li Li
(system) inux servers |Linux servers |Linux servers [Linux servers [Linux servers |Linux servers
Storage HDF.S and Local storage |Local storage HDF.S and HDF.S and HDF.S and
Hive Hive Hive Hive
Networkin 10 gigabit 10 gigabit 10 gigabit 10 gigabit 10 gigabit 10 gigabit
9 Ethernet Ethernet Ethernet Ethernet Ethernet Ethernet
Current
. Excel,
solutions
Hadoop Hadoop,
Hadoop, Excel, Excel and |Hive. P th’on Hadoop, Hbase, Hive,
Software Hive, Python,| Python, R, Qlikview Sco,o yan d, Hive, Excel, Python,
and Tableau | and Tableau P, and Tableau | QlikView, R,
Tableau
Spark, and
Tableau
Commu- Production Diagnostic/
nication data Call center technical
systems and
from . databases data of
Data source . . Web surveys | Surveys production . : ; :
vehicles, i.e. line and ticketing | vehicles, i.e.
. Internet of systems Internet of
Big data . computers .
characteristics Things Things
Data volume High Low Low Medium Low High
Data velocity High Low Low Medium Medium High
Data variety High Low Low Medium Medium High
Data None Low Low Low Low High
variability
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Case study: Overview of Big Data use cases (ll/IIl)

sebis

analytics: no

analytics: no

analytics: no

analytics: no

analytics: no

Use case ID
Data veracity| Unknown Low Low Medium Low Medium
Python and Excel and Excel and Excel and Excel,
Visualization o Tableau QlikView,
Tableau Tableau QlikView Tableau
and Tableau
Machine- Textual, CSV,| Machine-
generated Production and generated
: Textual, Textual :
streaming ) data, XML, structured streaming
XLSX, and |quality/waran
Data types car data, structured |ty data, CSV, and and car data,
XML, and ’ | structured | unstructured | XML, and
(manually and . :
structured enerated) structured (automatic (semi- unstructured
Big data (automatic 9 generated) automatic (automatic
science generated) generated) | generated)
Descriptive | Descriptive | Descriptive | Descriptive | Descriptive | Descriptive
analytics: yes|analytics: yes|analytics: yes |analytics: yes |analytics: yes|analytics: yes
Diagnostic Diagnostic Diagnostic | Diagnostic | Diagnostic | Diagnostic
Data analytics: no |analytics: yes| analytics: no |analytics: yes |analytics: yes |analytics: yes
analytics Predictive Predictive Predictive Predictive Predictive Predictive
analytics: no |analytics: yes| analytics: no |analytics: yes |analytics: yes |analytics: yes
Prescriptive | Prescriptive | Prescriptive | Prescriptive | Prescriptive | Prescriptive

analytics: no
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Case study: Overview of Big Data use cases (llI/1lI)

sebis

Use case ID
Data
consolidation:
Data volume Merging Data is highly
and velocity multiple data unstructured,
Big data specific challenges |requirements sources and | Unstructured | dynamic, and
None None . .
(gaps) and up-to- cleaning of | textual data | has different
date human hierarchical
analytics entered and structures
poorly
encoded data
Sensitive Sensitive Sensitive Sensitive . Sensr[.lve
i . ) ) : . Sensitive data, i.e.
Security and privacy data, i.e. data, i.e. data, i.e. data, i.e. data. ie vehicle-
requirements location- customer- customer- production- T . e
e i, caller data | identification
based data | specific data | specific data | related data ) .
information
Real-time
data
Moving from Moving from streaming
Hiahliaht issues batch batch issue
ghlig .. . analytics to analytics to | Text mining | Moving from
for generalizing this use L-ti None None I-ti ) batch
case rea -tlme rea -tlme requirements atg:
streaming streaming analytics to
analytics analytics real-time
streaming
analytics

18

March 21, 2016 Uludag —MT Final Presentation




Cross-case analysis: Requirements and ELK stack

sebis

mapping

--------------------------------------------------------------------------------------------------------------------
. .

.
o ‘e

Requirements categories:

: \____ oData source (2)
o Data volume (3)
— oData velocity (4)
\— oData variety (7)
o Data variability (8)
o Data veracity (3)

: o Data visualization (5)

i — oData type (1)

.
*

., o*
L] .*
-------------------------------------------------------------------------------------------------------------------
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Cross-case analysis: Example of a Big Data use case sebit

requirement description

Id SRC-1
Name Data collection
Type Functional

Category |Data source

The system shall support reliable real-time,
asynchronous, streaming, and batch
processing to collectdata from various data
sources.

Literature |[30]

Description
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Cross-case analysis: Excerpt of an assessment

Requirement Redquirer_nent IDt Instantiated Technol
category an reno::rllreemen requirement echnology assessment
Logstash: With the help of the Logstash
The vehicle Forwarder, the specific directory of the remote
communication data |server is listened for new incoming
SRC-1: Data hag to procegsed in commun!cat?on data. With the arrival of new
Data source collectibn reliable real-time communication data, the Logstash Forwarder
from the data directly forwards this data to the Logstash
sources into the central server. Within the central server, the
cluster. communication data is parsed very fast and sent
directly to Elasticsearch.
Logstash: The Logstash Forwarder is able to
forward several hundreds of events per second.
Also during the implementation, the Logstash
The system shall Forwarder was able to forward the data during a
enable high- peak time of incoming events without queuing
SRC-2: D throughput data the incoming data. Logstash is able to parse the
Data source -2: Data transmission forwarded data without queuing into
throughput : 9 9 :
between the data Elasticsearch. Based on the extent of the filter
source and operations, the amount of forwarded data
computing cluster. |[cannot be processed directly, since complex
filter operations take more time and new
forwarded data can be queued in the filter until
the filter operations are finished.
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Cross-case analysis: Assessment summary table

sebis

Data source

SRC-1:

Real-time and batch processing

SRC-2:

Data throughput

Data volume

VOL-1:

Data storage

VOL-2:

Scalability

VOL-3:

Query performance

Data velocity

VEL-1:

Create insights from data streams

VEL-2:

Using insights from streaming data

VEL-3:

Pre-computation of streaming data

Real-time

VEL-4:

Query performance

VAR-1:

Data filtering

VAR-2:

Information extraction

VAR-3:

Applying extractors

Data variety VAR-4: Storage of extractors
VAR-5: Schema integration
\VAR-6: Entity integration
VAR-7: Schema visibility
Data variability VRA-1: Changing rate and nature of data

Data veracity

VER-1:

Data quality curation

Changing hierarchies in XML files

VER-2:

Data validation

VER-3:

Data traceability

Data visualization

VSL-1:

Output formats

VSL-2:

Visual layouts

VSL-3:

Web interface

VSL-4:

Multidimensional layer of data

visualization

VSL-5: Result streaming

Data type

TYP-1: Data acquistion

Data analytics

ANA-1: Advanced analytics

Type of data analytics capability

ANA-2: Batch and real-time analytic processing

ANA-3: Search performance

Real-time

March 21, 2016 Uludag —MT Final Presentation
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Cross-case analysis: Key findings

The ELK stack

\— oprovides near real-time data analytics capabilities

— oprovides descriptive data analytics capabilities

o satisfies most of the requirements in regard to the 5Vs of Big Data
— oespecially data volume and data veracity

o has difficulties with processing highly variable and multiple hierarchy XML files
o Logstash’s processing capabilities are limited for this kind of data

When to use the ELK stack?

— ofor understanding the data (see Cross Industry Standard Process for Data
Mining, or CRISP-DM)

— oin descriptive and explorative Big Data use cases
When not to use the ELK stack?

— oin Big Data use cases which only require diagnostic, predictive, or prescriptive
data analytics capabilities

— oin Big Data use cases where data have to be processed and analyzed within
milliseconds
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Conclusion and outlook: Limitations

Limitations of the master’s thesis

~— oAssessment of the ELK stack is based only a fractional amount of big data
use cases in the mobility industry

o Case studies are only based on Big Data use cases of only one company

o Focus on qualitative evaluation of the ELK stack applicability

o Cross-case analysis neglects security requirements

— olsolated view on the ELK stack without analyzing its role within a Big Data
workbench

o Missing assessment of the integration with other Big Data technologies, e.g.,
Apache Hadoop
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Conclusion and outlook: Conclusion

o The ELK stack is able to collect, parse, and analyze various kinds of
structured, semi-structured, and unstructured data from various input sources in

near real-time
~— olt provides a rich web interface for descriptive data analytics

o The ELK stack encounters the requirements of Big Data use cases very well,
but does not provide sufficient capabilities for real-time and advanced analytics

N~ o The ELK stack is as strong as its weakest technology
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Conclusion and outlook: Outlook

Outlook for future research

o Analyzing the role of the ELK stack within a Big Data workbench

Environmental Mobility

Safety

Data Science
(Jupyter, Kibana)

Business Intelligence

(Reporting, OLAP, Data Discovery)

Data Pipelines

Analytics
(ETL, Data Discovery, SQL,
Dataframe)

Machine Learning

Learning)

Batch/Interactive Streaming
(MapReduce, Spark, (Spark Streaming,
..) Storm, Flink, Samza)

§ =
st 8
-— o O
ESlE <
i
mg c X
= EF)
© Eg
= 5080
c<f5=
o)

c Z o =
o _-go
il
a z
T
N

Data Ingest, Loading and Integration
(API Access, Sqoop, Logstash, Copycat)

Data Sources

Low-Level Collection
Infrastructure . and Ingest .
Machine Learning/ Data

. Analytics D Science |:|
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(Supervised, unsupervised

Search
(ElasticSearch, Salr,
Splunk)

Streaming Analytics
(Scoring, Prediction, Outlier
Detection)

Short-Running/
Transactional
(HBase, Cassandra)

Streaming Data
(Flume, Kafka)

(Transactional/ERP data, sensor data, machine-generated data, log data)

Data Processing
Engines

Connected Transport System
Application

Security

Source: based on [31]



Conclusion and outlook: Outlook

Outlook for future research
o Assessing the integration of the ELK stack with the Apache Hadoop

ecosystem
. Index directly
databrlckf‘ - into Elasticsearch Visualize
from Hadoop your data
ﬁ 2 £ sToRM m in real
v Spark IIII o time
sQL cascading &
es-hadoop g
HDFS 9
0
=

Query Elasticsearch
from Hadoop

”» ’ﬁ‘ "“ c:rmnm
Hortonworks e Backup Elasticsearch

to HDFS

Source: based on [32]
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Near real-time Twitter analysis
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Discussion

Thank you very much for your attention!
Do you have any questions?
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Appendix: Search-based data discovery tools

Volume

» Terabytes

» Transactions
» Batch » Tables, Files P Statistical
» Real/near-time » Events

» Correlations
» Hypothetical

» Processes
P Streams

5 Vs of
Big Data

» Structured » Trustworthiness
» Unstructured iCi
! » Authenticity
» Semi- ilabili
» Availability
structured » Accountabilit
» All the above ’

Sources: based on [33, 34]
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Appendix: Search-based data discovery tools

Search-based data discovery tools

— oraise huge expectations and promise high benefits for organizations among
Big Data and analytics technologies.

— ofacilitate users to develop and refine views and analyses of multi-structured
data using search term and to find relationships across structured, unstructured,
and semi-structured data.

o feature a performance layer to lessen the need for aggregates and pre-
calculations.

— oare vended by i.e. Attivio, IBM, Oracle, Splunk, and ThoughtSpot

(The combination of the three open source projects Elasticsearch, )
N Logstash and Kibana (ELK), also known as the ELK stack is an
O : . .
outstanding alternative to commercial search-based data
\ discovery tools. y

Source: based on [35]

March 21, 2016 Uludag —MT Final Presentation © sebis 36




Appendix: Mobility industry

(A company in the mobility industry makes a platform of integrated products and
services available to overcome spatial distances dependent on individual needs.
Essentially, the individual satisfaction of demand is optimized along the existing
infrastructure for mobility. The mobility industry aims to adapt the underlying

\_infrastructure according to the demand.

\

_/

Automobile
manufacturer

Public M|

transportation & ¢
company al v

echnology &
electronic
company

Mobility service
provider

Source: based on

136
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Appendix: Four types of data analytics capability

Data

Descriptive Analytics
What happened?

Diagnostic Analytics
Why did it happen?

Predictive Analytics
What will happen?

Prescriptive Analytics
What should | do?

Decision support

Decision automation

Decision Action

Source: based on [37]
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Appendix: Ranking of popular search engines

Rank DBMS Score

Jan 16 Dec 15 Jan 15 Jan 16 Dec 15 Jan 15

1. 2. 2. Elasticsearch 77.21 +0.65 +28.17

2 1. 1. Apache Solr 75.39 -3.75 -1.35

3 3, 3. [oplunk 43.12 074 | +10.05

Enterprise
4 4. 3) MarkLogic 9.92 -0.44 +0.89
) 5. 4 Sphinx 8.98 -0.02 -1.16
" The calculation of the popularity ranking is based on specific )
N\ parameters like the number of mentions of the system on

O websites, the general interest in the system, or the relevance in
social networks (for the complete explanation of the popularity
\_calculation, see [56]) J

Source: based on [7]
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Appendix: Ranking of popular search engines

Name Elasticsearch Solr Splunk
License open source open source commercial
Implementation language Java Java

Server operating systems

All OS witha JVM

All OS witha JVM and a
servlet container

Linux, OS X, Solaris
and Windows

Data scheme schema-free yes yes

Secondary indices yes yes yes
Java APl and RESTful Java APl and RESTful

APls and other access methods HTTE/JSON AP HTTP AP HTTP REST

Supported programming languages

NET, Erlang, Java,
JavaScript, Perl, PHP,
Python, Ruby and Scala

.NET, Erlang, Java,
JavaScript, XML, JSON,
Perl, PHP, Python, Ruby

C#, Java, JavaScript,
PHP, Python and Ruby

and Scala

Partitioning methods Sharding Sharding Sharding
MapReduce no no
Consistency concepts Eventual consistency Eventual consistency | Eventual consistency
Transaction concepts no optimistic locking no
Concurrency yes yes

Access rights for users
User concepts

and roles

Source: based on [38]
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Appendix: Apache Solr

Apache Solr
— ois one of the most popular open source search platforms from the Apache
Lucene open source project

~— ois written in Java and is built on top of Lucene, which offers core functionality
for data indexing and search

~— owas initially started in 2004 at CNET
— ouses a NoSQL-like document store database system

o extends Lucene by providing many useful features related to full-text search,
e.g., keyword highlighting, spelling suggestions, complex ranking options,
geospatial search or numeric field statistics

\— oalso includes near real-time indexing, dynamic clustering, query language
extension, caching and rich document handling

o supports distributed indexing by its SolrCloud technique

Sources: based on [39, 40, 41, 42, 43]

March 21, 2016 Uludag —MT Final Presentation © sebis 41



Appendix: Apache Solr

Key features

o Advanced full-text search
o Faceted search

o Spelling suggestions
— olanguage analysis
o Highlighting

— oNear real-time search
o Multiple client APls
o Scalability
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Sources: based on [44, 45]
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Appendix: SiLK stack

SiLK stack

— oincludes a custom packaging of Solr, Banana and a Solr Writer for Logstash
\— ois an analytics tool to analyze and visualize log data

o can be used for different use cases, such as for Apache weblogs or data
analytics

~— oBanana
— ois the name of the open source port of Kibana 3

\— ois a data visualization tool that allows to create dashboards to display
content stored in Solr indices

o provides panels such as histograms, geomaps, heatmaps and bettermaps
for analyzing data

~—— oSolr
\— ostores data processed by Logstash
o Solr Writer for Logstash

— ois an implementation of Logstash specifically designed for indexing logs
or other contents to Solr

Sources: based on [46, 47]
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Appendix: Splunk Enterprise

Splunk Enterprise
— ois a log-, monitoring- and reporting tool

\——omanages searches, inserts, filters, and deletes, and analyzes Big Data that is
created by machines, as well as other types of data

— ohas a free version that allows users to index up to 500 MB of data per day

o utilizes a role-based security model to offer flexible and effective ways to

protect all the data indexed by Splunk, by controlling the searches and results in
the presentation layer

Sources: based on [48, 49, 50]
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Appendix: Splunk Enterprise

Key features

o Search
N~ oReports
~— oDashboards
N~ oAlerts
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Source: based on [51]
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Appendix: Key feature extraction methodology

Input

|| Detailed information || More detailed
7 sources 7 information sources

Identification of relevant
content

!

Creation of keywords

{

Data cleaning

!

Term frequency
calculation

Output

Term document
matrix

l

Frequency
constraint

A

if [term] != capability if [term] == capability

or feature or feature
Result !
Related information Key feature
A,
Conceptual-
ization
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Appendix:

Logstash conceptualization

Grok

Mutate

Elasticsearch

Event processing pipeline +

——

Input Filter Output
\ 4
Configuration SrEsiiel .
file Plugin
has A
<« has has »
Logstash 1
Host class
has ¥ *
Ecosystem Central Event f der —
component entral server vent forwarder
A
«is
equals
Web interface Br_oker il BREIEN ETE Shipper
indexer storage
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Appendix: Elasticsearch conceptualization

Term =T Match

Fulltext —1— Prefix

\ 4
supports >
Ini\r/]z:;zd Query DSL e Query Filter < Geo
Bulk
Mapping structures» Circuit is accomplished by | A — API
breaker
makes available A is v Java
Segm'ent optimizes» e usesP L Aprovides Search Aprovides
merging RESTful
< uses | <s built on I <« is an index of
contains ¥ providesa | ] Replica
i < i . usesP
| Tranlzzcuon Do Elasticsearch Shard
Primary
Do‘t:;p:zem Plugin . <ies | contains A
ins ¥
el . <provides usesp usesp Zen
Aggregation Node _—
JSON discovery
Nested F——>
document A
supports ¥
IS Metric Bucket
Average A Histogram . D Tribe T Data Cluster
Document Count histogram
field
has ¥ Count Percentile Range Date range Master ———— Routing has ¥
Auto supports» Percentile ) Cluster
et Data type - . Min IPv4 range Terms state
Max Sum Filters i

terms

Geo




Appendix: Kibana conceptualization
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Pie chart Area chart Line chart Vet Gey Data table
chart
| | 1
Markdown
Metric Tile map v widget
Visualization
type
Time filter
provides A
A provides
| provides ; has»
Dashboard Kibana Web interface
V uses provides ¥
Search bar Aggregation
Metric Bucket
Average Unique Count Histogram Date histogram
Count Percentile Range Date range
Percentile ranks Min IPv4 range Terms
Max Sum Filters SloqHicant
terms
Geohash
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Appendix: Logstash's event processing pipeline

Syslog
Logfiles
Twitter

etc.
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Logstash

— Collect

Store

~ =N

Elasticsearch
Files
Cassandra

etc.

Source: based on [21]
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Appendix: Logstash plugins

VVVVVYY

file

jdbc
lumberjack
kafka

stdin
twitter

VVVVVYY

CsV
date
geoip
grok
mutate
xml

VVVVVYY

csv
elasticsearch
email

file

kafka

stdout

Sources: based on [52, 563, 54]
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Appendix: Logstash’s event output

March 21t,

logstash-2.1.1 — java — 82x46

}
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"message"

’
"@version"
"@timestamp"
Ilhostll
"path"
"SourceId"
"ObsTypeID"
"ObsTypeName"
"SensorID"
"SensorIndex"
"PlatformID"
"SiteID"
"Category"
"ContribID"
"Contributor"
"PlatformCode"
"Timestamp"
"Latitude"
"Longitude"
"Elevation"
"Observation"
"Units"
"EnglishValue"
"EnglishUnits"
"ConfValue"

"Flag
"Flag
"Flag
"Flag
"Flag
"Flag
"Flag
"Flag
"Flag

1™
2"
3"
4"
5u
6"
"
8"
gn

"Flag 10"
"Flag 11"
"Flag 12"
"Flag 13"
"Location"

-83.

9,

42.34

nil,
nitl,
nitl,
nil,
nil,
nil,
nil,
nit,
nit,
nil,
nil,
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Appendix: Elasticsearch cluster example

Elasticsearch cluster

Node 1 Node 2
I I

Primary shard 1 Replicashard 2 Primary shard 2 Replica shard 1

Primary shard 3 Replicashard 4 Primary shard 4 Replicashard 3

Source: based on [55]
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Appendix: Elasticsearch data model

Index Document type Document
Document Documentfield
type Document Name =» Value
Document Documentfield
type Document Name > Value
Document Documentfield
type Document Name = Value

Source: based on [57]
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Appendix: Elasticsearch vs. traditional relational

database systems

Index Database
Mapping Schema
Document type Table
JSON document Row
Document field Column
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Appendix: Lucene's inverted index

term frequency | documents
« dawn 1 2
« dead 3 2,3,4
~ N
: * eyes 1 1
1. The hills have eyes
* have 1 1
2. Dawn of the dead
= M~ « hills 1 1
3. Shaun of the dead
. o * living 1 4
4. Night of the living dead
* night 1 4
S— —
 of 3 2,3,4
* shaun 3
» the 4 1,2,3,4

Source: based on [21]
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Appendix: Kibana's Discover page

Discover Visualize

Dashhoard

Settings (@ ~ayearago to ~ ayear ago

Toolbar

road_weather_demonstration

Selected Fields

Index name #0000

Available Fields
@timestamp
@version
Category
ConfValue
ContribID
Contributor
Elevation
EnglishUnits
EnglishValue
Flag 1
Flag 10
Flag 11
Flag 12
Flag 13
Flag 2
Flag 3
Flag 4
Flag 5
Flag 6
Flag 7

Flag 8

60,000

40,000

Count

20,000

2014-09-04 20:00

Time

» September 11th 2014,

Fields list

» September 11th 2014,

» September 11th 2014,
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2014-09-05 20:00

16:46:00.000

16:46:00.000

16:46:00.000

Time filter 409,978 hits
September 4th 2014, 06:43:42.306 - September 14th 2014, 23:16:11.509 — by 3 hours

Hits

[ [ Inm . ﬂ( [ in Histogram

2014-09-06 20:00 2014-09-07 20:00 2014-09-08 20:00 2014-09-09 20:00 2014-09-1020:00 2014-09-11 20:00 2014-09-1220:00 2014-09-13 20:00
@timestamp per 3 hours

Document data

A

_source

message: 1,2000008,canSpeed,426988,1,9642,5710,M,26,MI_State_DOT,1FTFX1EF2EKD69821,"2014-09-11,16:46:00",42.34046,-8
2.9969,484,13.858,m/s,31,mph,0,,,,,,,555,5, @version: 1 @timestamp: September 11th 2014, 16:46:00.000 host: Oemers-M
acBook-Pro-2.local path: /Users/oemeruludag/Desktop/rwd.csv SourceId: 1 ObsTypeID: 2000008 ObsTypeName: canSpeed

SensorID: 426988 SensorIndex: 1 PlatformID: 9642 SiteID: 5710 Category: M ContribID: 26 Contributor: MI_State_DO

T PlatformCode: 1FTFXIEF?2EKDA9821 mTimestamn: 2014-09-11.16:46:00 Tatitude: 42.34 Tonaitude: 83 Elevation: 484

message: 1,575,essDewpointTemp,426976,0,9642,5710,M,26,MI_State_DOT,1FTFX1EF2EKD69821,"2014-09-11,16:46:00",42.3380
5,-82.99685,461,16.889,c,62.4,F,0.894,P,-,P,P,P,/,P,N,-,/,/,/, @version: 1 @timestamp: September 1lth 2014, 16:46:0
0.000 host: Oemers-MacBook-Pro-2.local path: /Users/oemeruludag/Desktop/Road_weather_demonstration.csv Sourceid: 1

ObsTypeID: 575 ObsTypeName: essDewpointTemp SensorID: 426976 SensorIndex: 0 PlatformID: 9642 SiteID: 5710

Catecorv: M ContribID: 26 Contributor: MT State DOT PlatformCode: 1FTEX1EF?2EKDAO821 mTimestamn: 2014-09-11.16:46:00

message: 1,575,essDewpointTemp,426976,0,9642,5710,M,26,MI_State_DOT,1FTFX1EF2EKD69821,"2014-09-11,16:46:00",42.3384
8,-82.99662,461,16.778,C,62.2,F,0.8%94,p,-,P,P,P,/,P,N,-,/,/,/, @version: 1 @timestamp: September 11th 2014, 16:46:0
0.000 host: Oemers-MacBook-Pro-2.local path: /Users/oemeruludag/Desktop/Road_weather_demonstration.csv SourceId: 1

ObsTypeID: 575 ObsTypeName: essDewpointTemp SensorID: 426976 SensorIndex: 0 PlatformID: 9642 sSiteID: 5710

Cateqgorv: M ContribID: 26 Contributor: MT State DOT PlatformCode: 1FTEXTIEF?2FKDAOR21 mTimestamn: 2014-09-11.16:46:00




Appendix: Kibana's Visualize

Discover Visualize Dashboard Settings @ September 4th 2014, 06:43:42.306 to September 14th 2014, 23:16:11.509

Toolbar

road_weather_demonstration tabs Time filter |~ Line chart of RWD data creation

80,000 Legend ©
Data Options ® Count
metrics
Yo cont  SAggregation designer
+ Add metrics Visualization canvas
buckets
60,000
X-Axis @timestamp per 3 hours n
¥ Add sub-buckets
50,000
t
3 40,000
o
30,000
20,000
10,000
0
2014-09-04 20:00 2014-09-06 20:00 2014-09-08 20:00 2014-09-10 20:00 2014-09-12 20:00

@timestamp per 3 hours

A
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Count

Distribution of RWD observation types

Dashboard

tabs

Appendix: Kibana's Dashboard page
'TI Jc ' ) Dicovr  Visuaize

Settings

@ September 4th 2014,

Toolbar

=

.

Line chart of RWD data creation

80,000

60,000

40,000

20,000

2014-09-04 20:00 2014-09-05 20:00 2014-09-06 20:00
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2014-09-07 20:00

Time filter
&S % Total number of RWD entries

S %
Legend ©
canspeed

@ canheading
@ esssurfacetemperature
@ essdewpointtemp

® pavementsensortemp... 9 9 ; 8

Count
Visualizations Dash-
N board
canvas
S %
A Legend ©
/\ ® Count
/ |\
\
[ ~— / \ /
/ . /

2014-09-08 20:00 2014-09-09 20:00 2014-09-10 20:00 2014-09-11 20:00 2014-09-12 20:00 2014-09-13 20:00
@timestamp per 3 hours

A
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Appendix: Requirements elicitation methodology

Synthesize
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Collection of big data use case

requirements

|

Requirements analysis

[ [
[

[

dupli-
cate

incon-
gruous

}

Requirements
catalog

L

v

Big data use cases in the
mobility industry

Juxtaposition v
Big data architecture
and technologies

Big data use Big data use
case 1 case 2

Big data use Big data use
case ... case n
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