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Abstract

The following bachelor thesis explores and evaluates dimensionality reduction and
data visualization algorithms. Their objective is to find low-dimensional, compressed
representation of high-dimensional data sets with minimum information loss, where
analysis of raw data is beyond the capabilities of current software technologies.

As analysis of big data opens up new possibilities and challenges this leads to very
concentrated research efforts and a lot of innovation in the field recently. Therefore
there is a research gap for a very much needed, up-to-date comprehensive overview
of unsupervised dimensionality reduction techniques, which this papers fills.

Evaluation of suchlike techniques is very challenging task since this is an ill-posed
problem and there aren’t currently any good mathematical approaches. However,
humans’ visual system is extremely advanced and sophisticated, much more than any
existing algorithm, which is proven by the fact that identifying faces is something that
we do on daily basis, yet no algorithm can nearly come close to such accuracy. This is
why heuristic approach by visual analysis is generally taken for quality evaluation.

Important to note is that not only metric data has been tested, but a novel attempt
to visualize categorical data with dimensionality reduction techniques has been
successfully made where the user defines mapping function f : String æ Number.

Last but not least, a state-of-the-art web application has been conceptualized and
fully implemented where enduser without any technical knowledge is able to apply
dimensionality reduction and cluster analysis on his own data sets in a very simple,
intuitive way.
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1Introduction

1.1 Motivation

Advances in computer technologies and digital devices has recently increased data
storage to a whole new level. Since real world data is most likely not random
and there are certain underlying patterns, it is believed that there is a process that
approximately describes the data. This has lead to very concentrated research effort
in fields of computer science that analyze big data sets to make use of it, for instance,
to make predictions.

At this point some very important questions arise such as is it able to predict weather
based on data in the past? Is it able to predict human behavior? Is it able to construct
self-driving cars? Well, the answer is most probably – yes, it is. Finally there’s a
chance to reveal insights into the way humans behave. However, in this context,
scientists face a very, very challenging problems – real world data is enormous in
both volume and variety. Therefore analysis of raw information is far beyond current
human and software capabilities. In this train of thought, means for exponentially
faster data processing with less resources and visual data analysis are very much
needed.

Subject of the following bachelor thesis is the empirical evaluation and study of
suchlike means – namely, techniques for dimensionality reduction and visualization
of high-dimensional data sets. Their objective is to find low-dimensional, com-
pressed representation of high-dimensional data sets with minimum information
loss. Because they not only improve execution time, but also are able to enhance
performance by removing noise, they find application in the core of rapidly de-
veloping disciplines that are shaping our future such as artificial intelligence, big
data, machine learning, biotechnology and many more. Moreover, the boom of
those disciplines encouraged a lot of scientists to further develop new algorithms for
high-dimensional data sets.

It is, however, inherently very difficult to evaluate the quality of dimensionality
reduction techniques because of the incapability of current research state to reveal
the structure of complex high-dimensional structures. This leads to inability to
compare the initial data set and its low-dimensional representation generated by
dimensionality reduction techniques. Scientists in the community are consistent with
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the statement that there isn’t currently a reliable mathematical approach to evaluate
the quality of suchlike algorithms. This is why, in the following thesis, techniques for
dimensionality reduction and data visualization are evaluated by heuristic, empirical
approach.

1.2 Research Questions

In the scope of this bachelor thesis following questions are to be answered. Given
that no prior knowledge of the initial data is available...

1. What kind of dimensionality reduction algorithms exist?

2. What are some other means to explore patterns in high-dimensional data sets
and visualize them?

3. In what extent do dimensionality reduction techniques and means for pat-
tern exploration in high-dimensional data set reveal information about the
underlying data?

4. What results do they yield if used to visualize categorical data after a user
defined mapping f : String æ Number has been applied?

1.3 Thesis Structure

The structure of the work is as follows. At Chapter 2 emphasis is put on the
contribution of this thesis. Then at Chapter 3 preliminaries are defined that set the
basis for further exploration of the topic. At Chapter 4 related work is discussed to
put the thesis in perspective and elaborate on its importance. Chapter 5 explores
various approaches for dimensionality reduction and data visualization and defines
the scope of this paper. At Chapter 6 a comprehensive overview of unsupervised
dimensionality reduction and cluster analysis techniques is proposed and Chapter 7
evaluates five of them. Moreover, the latter presents the setting of the evaluation, the
developed evaluation tool and the chosen datasets. Chapter 8 proposes discussion
and Chapter 9 elaborates on possibilities for future work. Chapter 10 draws a
conclusion.

2 Chapter 1 Introduction



2Contribution

Most importantly, a novel attempt to apply dimensionality reduction and data visual-
ization techniques on non-metric data sets with user-defined function f : String æ
Number has been successfully made. This is a step in the future which could lead to
new revelations in the field. For example, one could apply dimensionality reduction
on morphological matrix to find clustered solutions of a wicked problem and thus
decrease the potential candidates for correct answer.

Moreover, to author’s best knowledge the last paper to provide a comprehensive
overview of dimensionality reduction techniques was written about 10 years ago
by L.J.P. van der Maaten and E.O. Postma, H.J. van den Herik. Having in mind
the concentrated research efforts recently in this subfield of computer science, this
bachelor thesis fills a research gap for a very much needed, up-to-date overview of
algorithms for dimensionality reduction and visualization of high-dimensional data.
Some other means for high-dimensional data visualization enhancement are also
explored.

Furthermore, most heuristic assessment of such techniques take into consideration
only a very small number of datasets, which is not necessarily the most objective
approach to tackle this problem. Evaluation here is proposed on a much bigger
number of data sets for more representative results. Investigation is performed
by a careful analysis of the empirical results on specifically designed artificial and
real-world datasets.

Last but not least, a state-of-the-art visualization tool is conceptualized and fully
implemented where enduser without any technical knowledge is able to apply five
dimensionality reduction and data visualization techniques in a very friendly, simple
way.
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3Preliminaries

This chapter introduces terminology that would be the basis for further elaboration
on technical details of the thesis. Since absolutely correct and formal mathematical
definition would be far beyond the scope of this paper, only a broad, intuitive
explanation of the terms is proposed so that later concepts in the paper are easily
understood.

1. Intrinsic Dimensionality – represents the number of features or dimensions
that are needed to completely describe the initial data. For example, a n

dimensional vector that has two redundant features has intrinsic dimensionality
of n ≠ 2.

2. Information Loss – the term refers to data loss in which information is destroyed
or falsified.

3. Dimensionality Reduction - the process of applying a technique on a dataset X

with dimensionality D to generate a new d < D dimensional representation
with minimum information loss.

4. Subspace – a space which is contained in another space.

5. Space – a set with some underlying patterns or structure.

6. Set - a collection of distinct objects

7. Subset - a set which is contained in another one.

8. Empty Set - the set containing no elements, denoted with ÿ.

9. Topological space - a set of X together with a collection of open subsets T that
satisfies: The empty set is in T , X is in T , the intersection of a finite number
of sets in T is also in T , the union of an arbitrary number of sets in T is also in
T . [@LW16]

10. Euclidean Space - is the space of all n ≠ tuples of real numbers, (x
1

, x
2

, ..., x
n

)
[@SW16]
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11. Manifold – topological space that locally resembles euclidean space, but glob-
ally it may not.

12. Interior Angle – an angle inside a shape.

13. Convex Manifold – intuitively speaking, a convex manifold is one that has no
curves pointing inwards. It means that no interior angle is more than 180
degrees.

14. Non-convex Manifold – a manifold that is not convex, therefore it has at least
one interior angle with more than 180 degree.

15. Regression – refers to the process of estimating the results of a real-valued
function based on a finite set of noisy samples as samples. [CM98]

16. Classification – refers to the process of identifying to which category an object
belongs to. [Ped+11]

17. Clustering – refers to the process of automatic grouping of similar objects into
sets. [Ped+11]

18. Feature – an attribute of an object or vector.

19. Feature Extraction – creating a set of new features which describe the initial
vector.

20. Feature Selection – selecting a subset of feature from the initial vector or set of
features.

21. Visual Analysis – the term describes the process of drawing conclusion about
data set properties based on it’s visual representation.

22. Density – describes mass of substance per unit volume.

23. Distribution – describes how objets are spread over an area and thus their
relations.

24. Prediction Error – the mean of squared errors of prediction, where error is the
difference between true output and its predicted value. [Ize08]

25. Generalization Error (Infinite Test Error) – expected prediction error over an
independent test set. [Ize08]

6 Chapter 3 Preliminaries



26. Scalability – the capability of an algorithm to remain efficient and accurate the
complexity of the problem increases. [Ize08]

27. Artificial Intelligence – a subfield of computer science which focuses on devel-
opment of machines that could think, solve problems and act rationally like
humans do.

28. Machine Learning – a subfield of computer science which focuses on develop-
ment of machines that can learn from past experiences.

29. Supervised Learning – problem where an algorithm receives input and its correct
output variable before applying it on test sets.

30. Unsupervised Learning – problem in which there is no information available to
define an appropriate output variable, often referred to as scientific discovery.
[Ize08]

31. Cluster – a group of similar objects.

32. A Learning (Training) Set – data set with correct input and its corresponding
output variable used in supervised algorithms for learning purposes.

33. A Validation Set – a data set used to adapt the algorithm performance and tune
parameters of the classifier.

34. A Test Set – a data set to be used for assessing the performance of a completely
specified and finally tuned classifier.

35. Learning Error – average of generalization error over learning dataset.

36. Overfitting – this phenomenon occurs when the model is too complicated. It
usually results in a very small learning error and a large generalization (test)
error. [Ize08]

37. Graph – a non-empty finite set V of elements called vertices and set E of pairs
of vertices called edges.

38. Adjacent Vertices – pairs of vertices which belong to E.

39. Graph Neighborhood – set of all the vertices adjacent to a certain vertex.

40. Geodesic distance – the shortest path between two vertices in a graph is called
geodesic distance.
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41. Projection – function that maps a set into a subset.

42. Map - a map is a way of associating unique objects to every element in a given
set. [@Wei16]

43. Euclidean distance – the length of the line connecting two points in the space is
defined as their euclidean distance.

44. Hyperplane – a hyperplane of a space is a subspace with one dimension less
than the original space.

45. Tangent space – intuitively speaking, a tangent space at a point of a manifold is
the hyperplane that best approximates the manifold at this point.

46. Curse of Dimensionality – refers to the phenomenon where the sample size
required to estimate a function of several variables grows exponentially with
the increasing number of variables. [Wan08]

47. Semidefinite Programming – field which is concerned with optimizing linear
functions.

48. Pattern recognition – a subfield of computer science which identifies regularities
in data sets.

49. Data mining – a subfield of computer science which focuses on searching
massive datasets for structures, relationships, trends, clusters and outliers.
It also build models and algorithms for regression, classification, pattern
recognition and other machine learning tasks. [Ize08]

50. Outlier – an observation that doesn’t comply with the usual patterns in the
data.

51. Noisy Data – meaningless data.

52. Kernel Function – a similarity function that takes inputs and yields how similar
they are.

53. Numerical Data – numerical data is data that is measurable. For example, a
person’s age.

54. Ordinal Data – ordinal data is data which defines ranking order and particular
value has no meaning beyond its ability to establish order.
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55. Categorical Data – categorical data defines categories without any relationships
between them. Colors such as blue, yellow and red are an example for
categorical data.
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4Related Work

To put the thesis in perspective and emphasize on its importance, the following
section elaborates on related work.

Dimensionality reduction and high-dimensional data visualization finds application
in the core of scientific fields that recently earn big attention such as machine
learning, data mining, artificial intelligence, biotechnology. In this sense, there
is plenty of literature about those disciplines of computer science that touch on
dimensionality reduction techniques. However, techniques for data reduction there
are used just “as is”, without any assessment of their quality. At most the underlying
mathematical basis is explained. Therefore this papers concentrates on evaluation of
algorithms for dimensionality reduction and data visualization.

Moreover, the last paper that proposes a comprehensive overview of dimensionality
reduction techniques, to my best knowledge, has been published by L.J.P. van
der Maaten and E.O. Postma, H.J. van den Herik [Maa08c] about ten years ago.
Considering recent innovations in this field, it has already been a long time since
then.

As for evaluation of dimensionality reduction techniques there exist two main
approaches in the community – mathematical, based on cost function, and heuristic,
based on visual analysis [Ven07].

Mathematical approach doesn’t quite suffice to evaluate data reduction quality,
because dimensionality reduction is an ill-posed problem cite [Maa]. The high-
dimensional structure of the manifold is usually unknown and thus assumptions
on the data has to be made that in most cases falsify the results. It is though the
minority of papers that tackle evaluation by mathematical means [Ven07]. This
fact implies that there aren’t currently good theoretical approaches to address the
problem. More on why mathematical evaluation doesn’t quite suffice is proposed on
the section in section 7.

On the other hand, there are quite some papers that focus on visualization to estimate
quality of dimensionality reduction [ZZb], [Li04], [GR], [MGMa], [Maa08a]. The
problem is that at most 5 datasets are tested against a technique in each paper, which
is not sufficient to draw general conclusions. Another problems is that usually the
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author of an algorithm assesses its quality and it is human nature to favor our own
solutions.

Furthermore, there is lack of research that explores application of dimensionality
reduction techniques for visualizing categorical data after a user-defined mapping
function is applied, which could find a very broad practical use. For instance,
consider application of dimensionality reduction on categorical companies data in
order to find clusters of similar ones.

Other than dimensionality reduction techniques not much has been done to empiri-
cally evaluate data visualization techniques.

This paper addresses all these issues by proposing a very much needed, up-to-date
comprehensive overview of dimensionality reduction techniques and evaluation on
its quality on more than ten datasets by a more objective, author-detached approach.
A novel attempt to test those techniques against categorical data with a user-defined
mapping function has been made. Moreover, new techniques for recognizing data
patterns and visualization are taken into consideration. Finally, this work comes with
an application for enduser without any technical knowledge to apply state-of-the-
art visualization techniques on his own data sets, something that is really missing,
because existing frameworks require technical knowledge.
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5Scope

A very important part of this bachelor thesis is to research other techniques than
dimensionality reduction to visualize high-dimensional data. In an effort to better
understand the numerous methods which have been proposed and select the most
suitable ones, this section defines the scope of the paper. Moreover, together with
Chapter 6, it gives an answer to the first two research questions.

First and foremost, in regard to metric data, the main focus here is to explore ap-
plication of algorithms without any user supervision. Therefore only unsupervised
techniques for data visualization and dimensionality reduction are taken into consid-
eration, which means that classification and regression methods are not explored.
Moreover, there exist very little research on visualizing and reducing dimensions of
categorical data, therefore solely algorithms for metric data are taken into account.
However, an attempt to map categorical to metric data with a user-defined function
and then apply dimensionality reduction techniques for metric data on the result for
visualization purposes has been made. The latter approach has been evaluated. In
other words, the thesis mainly focuses on unsupervised techniques for metric data.

Nevertheless, it is still rather challenging task to fully define its scope in such an
enormous scientific field, therefore Figure 5.1 shows that data visualization can
be obtained in mainly two different ways – by adjusting the data or by adjusting
the visual representation. Adjusting the visual representation – modern techniques
include parallel coordinates and scatter plot matrices. Parallel coordinate visualize
each feature of a vector on different axis. On the other hand, scatterplot matrix
visualizes only a subset of features at a time on different plots as shown on Figure 5.1.
The drawback of those techniques is that they don’t really scale. As large data sets
become ubiquitous but the screen space for displaying is limited, the size of the data
sets exceeds the number of pixels on the screen. Hence, we cannot display all data
values simultaneously [Lon09] This limits the applicability of these techniques to
real-world data sets that contain thousands of dimensions. As the main focus here is
visualization of high-dimensional data, the first major group for data visualization,
namely adjusting the visual representation is out of scope.

Adjustment of the data – in contrast to adjustment of visual representation, adjusting
data could result in a two or three dimensional vectors which would allow for visual
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representation that is easily interpreted and analyzed by human eye. There we
define three subfields – feature selection, feature extraction and cluster analysis.

Feature selection refers to the process of reducing dimensionality by selecting a subset
of features from the initial vector or set of features. This groups is represented by
techniques such as “Low variance filter”, “Forward feature construction”, “Backward
feature elimination”, “Low variance filter”. Even if one would assume that most
features are redundant, it is still hardly imaginable that in a high-dimensional data
sets only two or three features carry most of the information. This is why feature
selection techniques are not suitable for high-dimensional data and thus not in scope,
since they are not really applicable to reduce the dimension to two or three and thus
adjust data for visualization and human perception.

The thesis focuses therefore mainly on cluster analysis and feature extraction algo-
rithms as means to enhance visualization of high-dimensional data. Clustering on
the one hand utilizes visual analysis by grouping similar objects together and feature
extraction algorithms help to reduce dimensionality of data by deriving new features
from the initial data set. From now feature extraction is referred to as dimensionality
reduction.

To sum up, the papers mainly focuses on unsupervised dimensionality reduction
techniques, but also touches on visualization of high-dimensional data with other
means such as cluster analysis.

Techniques for High-Dimensional Data Visualisation Enhancement

Adjust Data Adjust Visualisation

Categorical Data

SupervisedUnsupervised

Metric Data

Cluster Analysis      Feature Extraction (Dimensionality Reduction) Feature Selection

Fig. 5.1: Scope Definition
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6Dimensionality Reduction and
Clustering Techniques – an
Overview

The following section provides a comprehensive overview of unsupervised tech-
niques for dimensionality reduction and of cluster analysis. This is not meant to
be a mathematical guide through all existing algorithms, but rather an overview
which helps to understand the basic idea between each technique. Moreover, the
information in this section would serve as basis for the decision which techniques
are going to be evaluated.

Every technique is briefly explained and a source for more information is given, then
we select the techniques that we’ll research more in depth and evaluate.

It is also good to know that the main distinction between techniques for dimension-
ality reduction is the distinction between linear and nonlinear. Linear assume that
data lie or near a linear subspace of high-dimensional space. Nonlinear techniques
for dimensionality reduction do not rely on the linearity assumption as a result of
which more complex embeddings of the data in the high-dimensional space can be
identified. [Maa08c]

6.1 Unsupervised Dimensionality Reduction
Techniques

1. Principle Component Analysis [I.T86] - The basic idea behind PCA is to find
vectors, derived from linear combination of the initial set of variables, that
retain as much of the variance present in the dataset as possible. These vectors
are called principle components. The principle components are mutually or-
thogonal and account for the variance present in all of the original variables in
a descending order. For a lower, d-dimensional representation of the original
data, the first d principle components are chosen. After that, principle scores
of the variables are computed and plotted in the low-dimensional space repre-
sented by the chosen principle components.
There are two main approaches to solve PCA – by singular value decomposition
or by correlation matrix. Figure 6.1 shows the first principle component on two
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dimensional data set. The idea can be extended for much higher dimensional
data sets.

Fig. 6.1: First Principle Component in direction of maximum variance

2. Factor Analysis - Factor Analysis tries to find lower dimensional representation
of the initial dataset in terms of a new set unobserved variables called factors.
While often incorrectly used in exchange with PCA, both are not similar. Main
differences include - principal components account for maximal amount of
variance of observed variables, while factors account for common variance
in the data, component scores are a linear combination of the observed vari-
ables weighted by eigenvectors, while factors are linear combinations of the
underlying and unique factors. [Suh]

3. Non-linear PCA - A few dimensionality reduction techniques extend the idea
behind PCA to capture maximum variance of the data, but improve on that
and propose non-linear solution. While PCA identifies only linear correlations
between variables, non-linear PCA uncovers both linear and non-linear corre-
lations, without restriction on the character of the nonlinearities present in the
data. [Kra91]

a) Principle Curves [HS89] - While PCA draws a straight line through the data
set in attempt to minimize the sum of squared deviations and maximize
the variance as shown on Figure 6.2, principle curves uses a smooth curve
to summarize the data. Principle curves are subject to the constraint that
any point the curve is an average of all the data points that are projected
onto it. It means that at any point a principle curve best summarizes the
data. The algorithm starts with a simple curve and iteratively checks if
it is consistent with the constraints. If not, the curve is adjusted and the
process repeats until convergence.
Since the concept was proposed by Hastie and Stuetzle in 1989, a con-
siderable number of refinements and further developments have been
reported. [Non]
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Fig. 6.2: First Principle Curve in direction of maximum variance

b) Kernel PCA [BS98] - is another nonlinear variation of PCA with increasing
popularity. Instead of using covariance matrix, kernel PCA derives its
principle components from a kernel matrix. The idea is to apply a kernel
function which generates new data points that are non-linearly correlated
to the initial data set. Figure 6.3: represents the basic idea behind kernel
PCA. Then kernel matrix is constructed as a dot product of the new
high-dimensional data points (interesting are not principal components
in input space but principal components of variables, or features, which
are nonlinearly related to the input variables). Since the new variables
are nonlinearly related to input space, the principle components become
nonlinear in input space.
Crucial to kernel PCA is the fact that all necessary computations are
carried out by the use of a kernel function in input space. [Non]

Fig. 6.3: Nonlinear to linear mapping with kernel function

4. Classical Multidimensional Scaling [Tor52] - CMDS was introduced was first
introduced by Torgerson. Firstly, the algorithm computes pairwise distances
between all points in high-dimensional space. Then it maps those points into
low-dimensional representation and tries to preserve distances as much as

6.1 Unsupervised Dimensionality Reduction Techniques 17



possible. Classical multidimensional scaling is therefore minimizes following
stress function: f : (X, Y ) = q

i,j

(Îx
i

≠ x
j

Î≠Îy
i

≠ y
j

Î)2, where x
i

are high-
dimensional and y

i

low-dimensional datapoints.

5. Sammon’s Mapping [Sam69] - as classical multidimensional scaling has a big
shortcoming – it emphasizes much more on retaining the distance between
point which are far away from each other in the input space, sammon mapping
improves on the raw stress function introduced by CMDS and defines a new

one as f : (X, Y ) = 1q
i,j

Îx

i

≠x

j

Î

q
i”=j

(Îx

i

≠x

j

Î≠Îy

i

≠y

j

Î)

2

Îx

i

≠x

j

Î , where x
i

are high-

dimensional and y
i

low-dimensional datapoints.
Sammon’s stress function penalizes points which are initially close in the input
space, but widely separated in the output space much more than points which
were far away, but in are mapped in the same neighborhood. This, of course,
could lead to false neighborhoods. [SLF07]

6. Kruskal’s Stress Function - there exist one more variation of classical multi-
dimensional scaling. The Kruskal stress function which has to minimized is

defined as


( q
i<j

(d

ij

≠d

ij

Õ
)

2

d

ij

Õ ), where d
i

j is the distance between points in the

initial and d
i

jÕ the distance between points in the reduced data set. This ap-
proach, however, is also flawed and encourages tears in the manifold, because
the bigger the d

i

j, the smaller kruskal’s function.

7. Data-Driven High-Dimensional Scaling [SLF07] - DDHDS is a novel techniques
firstly introduced by Sylvain Lespinats, Michel Verleysen, Senior Member, IEEE,
Alain Giron, and Bernard Fertil. It addresses and improves on all the issues of
Sammon, Kruskal and MDS in two ways. Firsly, a It introduces 1) a specific
weighting of distances between data taking into account the concentration of
measure phenomenon - distances between high-dimensionalobjects are usually
very concentrated around their average. [Don]
Secondly, it approaches handling of short distances in the originaland output
spaces in a symmetric way, avoiding false neighbor representations while still
allowing some necessary tears in the original distribution. More precisely, the
weighting is set according to the distribution of distances in the data set.

8. RankVisu [SL09] - RankVisu can be thought of as another extensino of MDS and
is designed to preserve rank of neighborhood rather than distance. RankVisu
is especially useful on difficult tasks (when the preservation of distance cannot
be achieved satisfyingly). Indeed, the rank of neighborhood is less informative
than distance (ranks can be deduced from distances but distances cannot be
deduced from ranks) and its preservation is thus easier. Simple, but good
because most MDS focus on mapping function which does not consider the
preservation of very small distances as important, since the cost is small with
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respect to the preservation of large dissimilarities, therefore neighborhoods
may be distorted for the benefit of the overall mapping. This is why ranking
approach makes sense, it assigns as much importance on preserving small
distances as on preserving big ones

9. Isomap - Isometric maps method improves on multidimensional scaling and
seeks to preserve geodesic instead of euclidean distances between points
while mapping the observed data into fewer dimensions. Isomap has the
shortcoming that it doesn’t perform well on non-convex manifold or one which
consists of many sub-manifolds, which is inherent problem on all distance-
based algorithms.

10. Maximum Variance Unfolding - similarly to MDS and Isomap, MVU defines a
neighborhood graph on the data. The difference is that MVU explicitly unfolds
the manifold – maximizes euclidean distances between data points, but keeps
the local structure.This is done with means of simidefinite programming.
Maximum variance unfolding is basically multidimensional scaling applied on
an unfolded manifold. The unfolding is needed because MDS will incorrectly
consider two distanced points as neighbors based on euclidean distances, when
the manifold is curved. Unfolding seeks to solve this problem. [Wan08]

11. Locally Linear Embedding [LKS] - LLE concentrates on preserving the local
structure of manifold, which allows for successful embedding of non-convex
manifolds. Firstly, LLE defines every datapoint in terms of its neighbors as
follows f : X

i

= q
j

X
j

W
j

. Once the algorithm has found W , it optimizes
the following function f : Y = q

i

Î(Y
i

≠ q
j

W
ij

Y
j

)2Î in order to find low-
dimensional datapoints Y . In other words, it seeks to keep relations between
neighbors in the low and high-dimensional space.

12. Modified Locally-Linear Embedding [ZZb] - MLLE is very similar to LLE. The
difference is that instead of a single weight-vector W , MLLE uses multiple
weights to represent a high-dimensional datapoint in terms of its neighbors.

13. Hessian Locally-Linear Embedding [DG] - HLLE, initially introduced by David
L. Donoho and Carrie Grimes, is an extension of LLE, but actually conceptually
very similar to Laplacian Eigenmaps. It tends to produce higher quality visu-
alisation than LLE, but is computationally very expensive and even the basic
idea behind is mathematically too involved for this paper. Intuitively speaking
HLLE attempts to minimize the curviness of the high-dimensional manifold
when embedding it into a low-dimensional space by finding the eigenvectors
of a matrix H that describes the curviness of the manifold around data points.
A Hessian matrix is used to measure the curviness at every datapoints.
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14. Relational Perspective Map [Li04] - the key idea of RPM algorithm is its
exploitation of the properties of closed manifold (the torus) to keep the con-
figuration in balance as shown on Figure 6.4. The RPM algorithm keeps the
image points together with torus as a force-directed multiparticle system: the
image points are considered as particles that can move freely on the surface of
the torus, but can not escape the surface. The particles exert repulsive forces
on each other so that, guided by the forces, they themselves to a configuration
that visualizes the relational distances.

Fig. 6.4: Model of the RPM method. Adapted from [Li04]

15. Laplacian Eigenmaps [BN] - LEIGS is very similar to LLE in the sense that both
preserve local properties of the manifold. However, in Laplacian Eigenmaps the
local properties are based on pairwise distances between neighbors. Therefore
a distance-based function is defined which has to be optimized for its smallest
value.
The cost function is defined as f : Y = q

i,j

(y
i

≠ y
j

)2w
ij

, where y
i

and y
j

are
data points from the output space and large weights w

ij

correspond to small
distances between data points x

i

and x
j

in the input space. [Maa08c]

16. Diffusion Maps [RRC06] - DMaps was first introduced by Ronald R. Coifman
and Stéphane Lafon and uses Markov matrix to define a random walk over
the data. With its help and specially defined functions, “diffusion maps”,
it obtains new description of the input space which enables embedding the
manifold into euclidean space, where the distance between points describes
their relationships. These relationships are then preserved as well as possible
in the low-dimensional representation. Please refer to the paper where the
algorithm is firstly introduced, because more mathematical description is too
heavy for this thesis.

17. Diffeomorphic Dimensionality Reduction [WS] - the algorithm slightly resembles
diffusion maps and constructs mappings called “diffeomorphic” which maps
the data set near to a subspace of lower dimension. Then the output space is
projected onto the lower-dimensional space.
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18. Manifold Sculpting [MGMb] - this techniques takes a little different approach
through a “process of progressive refinement” - dimensions are iteratively
removed and data points projected incrementally to new, lower-dimensional
space. The algorithm first fixes a point, finds its k neighbors and then defines
relationships between the point itself and its neighbors in terms of euclidean
distances. This is done for all data points. After that, iterative process begins
where all the values in the set of dimensions that will be eliminated by the
projection are scaled by a factor < 1. After that the values in the set of
dimensions that will remain are adjusted so that the relationships defined
between neighbors are preserved. When the dimensions that are going to
be removed contain only values that are null, they are dropped and data is
projected.

19. Stochastic Neighborhood Embedding [HR] - SNE is a probabilistic approach for
dimensionality reduction. SNE defines similarities between neighbors in input
space in terms of probabilities. The similarity between x

i

and x
j

is therefore
defined in proportion to their probability density under a Gaussian centered

at x
i

as f : p
ij

= exp

≠Îx
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≠x
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Î2
N 2

.Those probabilities are approximated

as much as possible in low-dimensional representation by optimizing a cost
function.

20. t-Distributed Stochastic Neighborhood Embedding [Maa08b] - T-SNE is an exten-
sion of SNE proposed by Laurens van der Maaten and Geoffrey Hinton. It has
two improvements over SNE

a) The cost function is symmetric.

b) t-student distribution is used instead of Gaussian.

21. Topologically Constrained Isometric Embedding [BK] - TCIE is relatively new
algorithm for nonlinear dimensionality reduction that uses global informa-
tion to reduce dimensionality. The main contribution is that it detects and
ignores geodesic distances which may be inconsistent because of potential
non-convexity of the manifold. It basically resembles Isomap, but ignores
geodesic distances that are falsified by holes or non-convex structures in the
manifold.

22. Local Tangen Space Alignment [ZZa] - LTSA, as the name of the algorithm
implies, is a technique that explores local properties of high-dimensional
manifold using the local tangent space of each point. LTSA first assumes local
linearity of the manifold and defines mapping from high-dimensional datapoint
to its local tangent space. Since the local assumptions would hold also for
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low-dimensional representation, LTSA assumes the existence of linear mapping
from the output space to the same local tangent. Finally, attempt to align both
mapping function is made.
In other words, LTSA simultaneously searches for the coordinates of the low-
dimensional data representations, and for the linear mappings of the low-
dimensional data points to the local tangent space of the high-dimensional
data. Based on the intuition that when a manifold is correctly unfolded, all of
the tangent hyperplanes to the manifold will become aligned. [Wan08]

6.2 Cluster Analysis Techniques

1. Hierarchical clustering - distance-based clustering technique, where similarity
of objects is directly related to the distance between them.
The algorithm for identifying clusters can be described as follows

a) Assign each item to different cluster.

b) Find the most similar pair of clusters and merge them into a single one.

c) Compute similarity between the new cluster an each other one.

d) If only one cluster left, stop

e) Otherwise repeat 1b and 1c

Similarity can be computed in three different ways:

a) Single-Link Similarity - the distance shortest between any point in the first
cluster to any point in the second cluster is defined as their similarity.

b) Complete-Link Similarity - the longest shortest between any point in the
first cluster to any point in the second cluster is defined as their similarity.

c) Average-Link Similarity - the average shortest between any point in the
first cluster to any point in the second cluster is defined as their similarity.

2. Centroid Based Clustering - CBC techniques first partition the space by k mean
vectors. Then they form groups of items together which are closest to one of
the k mean vectors. A very big shortcoming of those such techniques is that
they rely on predefined k. K ≠ means clustering is probably the most popular
centroid based clustering.
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3. Distribution Based Clustering - DBC defines member of the same cluster as
object which belong to the same distribution. This is done by sampling random
objects from a distribution. One of the biggest advantages of those type of
clustering techniques, similar to density based clustering, is that very little
input is required by the user.
Moreover, they enable discovering of clusters with arbitrary shape. [XX]

4. Density Based Clustering - the intuition behind density based clustering algo-
rithms is that they define clusters as groups of different density, in other words
clusters are dense regions, separated by regions of lower density as shown on.
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7Dimensionality Reduction and
Cluster analysis for Data
Visualization – Evaluation

This Chapter answers the last two research questions.

Humans’ visual system is extremely advanced and sophisticated, much more than
any existing algorithm, which is proven by the fact that identifying faces is something
that we do on daily basis, yet no algorithm can nearly come close to such accuracy.
Therefore visualizing high-dimensional data in low-dimensional space leverages our
unique ability to recognize non-trivial, complex patterns and relationships in the
data.
This is why a well-designed visual representations can replace cognitive calcula-
tions with simple perceptual inferences and improve comprehension, memory, and
decision making. [@JHO16]

Unfortunately, reducing dimensionality to enhance data visualization is inherently
linked to information loss, thus the challenge is not only to create effective and
engaging visualizations, but also to be able to tell how representative they are. What
is the quality of the low-dimensional representation is in this sense a very important
question.

Now that is clear how significant the topic of visual representation actually is, it is
time to evaluate the quality of such techniques.

7.1 Dimensionality Reduction - Background and
Context

Assessment of dimensionality reduction techniques has proven to be a rather chal-
lenging task because of the lack of suitable quality measures in the information
visualization field. [Ven07]
Nevertheless, the scientific community in this field has proposed some good means
which are explored in the next subsection.
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7.1.1 Metric Data

The problem of evaluating quality of low-dimensional representations has been
mainly tackled in two ways – mathematically and heuristically.

1. Mathematical Approach - about 10% of the evaluations include mathematical
approach by defining a cost function. [Ven07] There exist Hn types of cost
function, defined as follows

a) The raw cost function: f : (X, Y ) = q
i,j
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between points in the initial and d
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jÕthe distance between points in the reduced
data set.

This type of solutions have two big shortcomings. First and foremost, the
general idea behind cost functions is to measure distance between points in
high-dimensional space and penalize pairs in low-dimensional representation,
which are not compliant with their initial measurements. Ideally, the distance
between each pair A and B in high-dimensional space is equal to the distance
between their equivalents in low-dimensional space.
The first short coming is that the measurements are distance based. Since
the manifold’s structure is unknown, certain assumptions has to be made.
Euclidean based distances assume that the distance between A and B is a
straight line. Geodesic distances assume that the distance between A and B

is the shortest path in the graph of all points. Both euclidean and geodesic
distances don’t follow the exact structure of the manifold, because it may be
curved, it may contain holes or consist of more sub-manifolds. It means that
the very basis for defining a cost function is flawed and could already falsify
results.
Furthermore, the raw cost function emphasizes on retaining distance between
points that are further away and doesn’t really penalize the case where cer-
tain neighborhood is distorted. The Sammon cost function improves on this
problem and puts more emphasize on preserving distances that were originally
small. This doesn’t come without cost, since it could lead to false neighbor-
hoods of points that were originally far away from each other. Such a poor
behavior was recognized by the author himself, who mentions that separated
classes in high-dimensional space may not be separated in the low-dimensional
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representation [Sam69]. On the other hand, the Kruskal cost function could
lead to tears in the manifold [SL] because of the likelihood that a small dis-
tance in the original space is associated with a large distance in the output
space.

Another mathematical approach, ranking-based was proposed by Jarkko Venna
in his dissertation. The author defines two criteria. The lesser their sum, the
better is the visualization.

a) Trustworthiness - Let N be the number of data samples and r(i, j) be the
rank of the data sample j in the ordering according to the distance from i

in the original data space. Denote by U
k

(i) the set of those data samples
that are in the neighborhood of size k of the sample i in the visualization
display but not in the original data space. The measure of trustworthiness of
the visualization is M

trust

(k) = 1 ≠ A(k) q
N

i=1

q
jœU

k

(i)

(r(i, j) ≠ k) where
A(k) scales between 0 and 1 [Ven07].
Note that the error gets its maximum value when the ranks in the input
and output space are reversed.

b) Continuity - Let V
k

(i) be the set of those data samples that are in the
neighborhood of the data sample i in the original space but not in the
visualization, and let l

(i,j)

be the rank of the data sample j in the ordering
according to the distance from i in the visualization display. The effects of the
projection are measured by M

cont

(k) = 1 ≠ A(k) q
N

i=1

q
jœV

k

(i)

(l(i, j) ≠ k)
[Ven07].

The idea behind trustworthiness is to penalize points that weren’t neighbors in
the input space, but in the output space are in the same neighborhood. The
idea behind continuity is to penalize points that are originally neighbors, but in
the input space are far from each other. Although the idea is novel and yields
good results, it is still flawed. Trustworthiness and continuity don’t take into
consideration the relationships or ranking of points that are both neighbors in
the input and output space. If their ranks are reversed, no penalty is applied.

Third mathematical approach is based on classification. Firstly, dimension
reduction algorithm is applied. Then classifier is trained in the low-dimensional
result. Quality of dimensional reduction is based then on the classifier’s
performance, because if dimensionality reduction was good, then it should
recognize different classes and thus train the classifier very well. The drawback
is that classes may not be well differentiated in the input space itself, which
could lead to poor performance of the classifier, although dimensionality was
reduced without much information loss. Therefore this approach fails to
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estimate the quality of dimensionality reduction techniques, but could be used
for comparison between algorithms as proposed in [Maa08c].

All these facts lead to falsification of results, that is why mathematical approach
is not further explored in the scope of this thesis. One more proof that
theoretical approach doesn’t quite suit dimensionality reduction evaluation is
that only about 15% of the papers that asses such techniques used it. [Ven07]

2. Heuristic Approach - for evaluation of dimensionality reduction techniques a
heuristic approach is taken. Ten datasets are selected where dimensionality
reduction is applied on each and every one of them. Results are assessed by
visual analysis, because, as already mentioned, humans’ visual system is much
more advanced than any existing algorithm in recognizing sophisticated data
patterns, for example – face recognition. Direct visual analysis and comparison
between input and output space for metric data is possible, because sets with
known high-dimensional representation has been specifically selected. To
evaluate quality of dimensionality reduction on categorical data a survey has
been done.

7.1.2 Categorical Data

Due to lack of results in the area of direct non-metric data reducement, in this paper
a novel attempt has been made to visualize categorical data, indirectly, after appli-
ance of dimensionality reduction techniques on non-metric data with a user-defined
function f : String æ Number.
To my best knowledge this is the first paper to apply and evaluate such approach. The
results, however, are very important for science and have a lot of implications. For
instance, if dimensionality reduction could be applied on categorical data and yield
good results, this would be a step in the future. One use case would be appliance
on a morphological matrix to find clustered solutions of wicked problem and thus
exponentially reduce the number of possible answers.
Moreover, since data set with unknown high-dimensional structure has been used, in-
direct approach for visual analysis is taken to evaluate quality of the low-dimensional
representation. After dimension of the initial data is reduced, people have been
asked to elaborate on their interpretation of the visual representation, to find pat-
terns, structures, similarities or inconsistencies. The answers are then explored in
depth for compliance with the initial high-dimensional data. Unfortunately, only one
data set has been evaluated, because of time constraints.

7.2 Cluster Analysis - Background and Context
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7.2.1 Metric Data

Evaluation of cluster analysis is mathematically much easier problem to solve, since
this is a classification problem. The question that needs to be addressed is – are
the points in the low-dimensional representation classified in the same cluster as in
the high-dimensional space? In contrast to dimensionality reduction here manifold
structure and relationships between clusters are not important.

There exist two main approaches – internal and external.

1. Internal Evaluation – a function of the given data is defined as quality mea-
surement, called objective function. This method is used rather as comparison
between algorithms, not as quality measurement, since objective function by
itself provides no indication of “how much better” is one partitioning than the
other.
Furthermore, estimates of objective functions in the literature are far from
being accurate. [Kog07]

2. External Evaluation – quality is being evaluated using external information
that has not been used in the algorithm itself, such as class labels. After cluster
analysis has been applied and every input value assigned to cluster, those are
compared with the initial class labels. For instance, let’s say there are 4 data
points with values a, b, c, d and class labels 1, 2, 3, 1. If after cluster analysis
has been applied clusters are as follows: (a, d), (b), (c) where () notes a cluster
group, then results are good. One method to externally evaluate the quality is
adjusted rand index. Adjusted rand index is also the method which is used for
assessment in this thesis. Rand index computes a similarity measure between
two clusters by considering all pairs of samples and counting pairs that are
assigned in the same or different clusters in the predicted and true clusterings.
Adjusted rand index is “adjusted for chance”.
The adjusted Rand index is thus ensured to have a value close to 0.0 for random
labeling independently of the number of clusters and samples and exactly 1.0
when the clusterings are identical (up to a permutation) [Ped+11].

7.2.2 Categorical Data

Similar approach to dimensionality reduction has also been taken for cluster analysis.
The difference is that formed clusters are directly compared with high-dimensional
data set, no survey has been done.
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7.3 Setting

In the following section evaluation criteria for visual analysis is defined and the
selected algorithms presented.

7.3.1 Dimensionality Redution

Altogether four algorithms for evaluation has been selected, which use scikit1 imple-
mentation.

1. PCA - represents linear dimensionality reduction techniques. The implementa-
tion uses singular value decomposition. Time complexity is O(n3)

2. LLE - represents nonlinear dimensionality techniques that preserve local struc-
ture. The overall complexity of standard LLE is O(D ú log(k) ú N ú log(N)) +
O(D ú N ú k3) + O(d ú N2) where N - number of training data points, D - input
dimension, k - number of nearest neighbors, d - output dimension.
Following tune parameters has been used n_neighbors=5, n_components=2,
reg=0.001,eigen_solver=’auto’, tol=1e-06, max_iter=100, method=’standard’,
hessian_tol=0.0001, modified_tol=1e-12,neighbors_algorithm=’auto’, random_state=None

3. Isomap - represents nonlinear dimensionality techniques that preserve global
structure. The overall complexity of Isomap is O(D ú log(k) ú N ú log(N)) +
O(N2(k + log(N))) + O(d ú N2) where N - number of training data points, D

- input dimension, k - number of nearest neighbors, d - output dimension.
Following tune parameters have been used n_neighbors=5, n_components=2,
eigen_solver=’auto’, tol=0, max_iter=None,path_method=’auto’, neighbors_algorithm=’auto’

4. T-SNE - a prize-winning2 algorithm which represents state of the art dimen-
sionality reduction techniques.
Following tune parameters have been used n_components=2, perplexity=30.0,
early_exaggeration=4.0, learning_rate=1000.0,n_iter=1000, n_iter_without_progress=30,
min_grad_norm=1e-07, metric=’euclidean’, init=’random’, verbose=0,random_state=None,
method=’barnes_hut’, angle=0.5

Please note that most of other dimensionality reduction algorithms are only varia-
tions of the selected ones.

1
www.scikit-learn.org Machine Learning in Python

2http://blog.kaggle.com/2012/11/02/t-distributed-stochastic-neighbor-embedding-wins-merck-
viz-challenge/
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Metric Data

To evaluate the algorithms in a tangible way, scores as follows have been assigned

1. Very Poor Visualization – there aren’t any recognizable patterns in the low-
dimensional representation compliant with the high-dimensional manifold.

2. Poor Visualization – the majority of patterns in the low-dimensional represen-
tation isn’t compliant with the high-dimensional manifold.

3. Somehow Good, Somehow Poor – local structure is well preserved, but global
not or vice-versa.

4. Good – the majority of patterns in the low-dimensional representation is
compliant with the high-dimensional manifold, but there are some visible
inconsistencies.

5. Very Good – the majority of patterns in the low-dimensional representation are
compliant with the high-dimensional manifold, without any visible inconsis-
tencies.

Categorical Data

As already mentioned, a survey with alltogether 11 people has been done to evaluate
the quality of dimensionality reduction algorithms for visualization enhancement
of categorical data after user-defined map f : String æ Number has been applied.
Since asking concrete questions about the low-dimensional data would have subjec-
tified results much more, users have been asked to describe their interpretation of
the data, patterns, structures, etc in a free text. Answers are then compared with
high-dimensional representation for compliance.

Users had to answer three questions as follows

1. How would you classify the visual representation?

a) Very poor - Most of the patterns that I recognize contradict reality (for
instance, companies that are similar such as BMW and Audi are not in the
same neighborhood or companies that are very different such as Turkish
Airlines and Spotify are grouped together)

b) Poor - I can’t really recognize similarities, patterns or structures
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c) Somehow good, somehow poor - I can recognize some patterns compliant
with reality (for instance, companies that are similar such as BMW and
Audi are in the same neighborhood or companies that are very different
such as Turkish Airlines and Spotify are far away from each other), but I
also recognize a fair amount of inconsistencies that contradict reality

d) Good - Most of the patterns that I recognize are compliant with reality,
but there are some visible inconsistencies

e) Very good - Most of the patterns that I recognize are compliant with reality
without visible inconsistencies

2. Did 3D representation enhance visual analysis?

3. Please explain your interpretation of the visualization (Patterns, Structures,
Outliers, Relationships, Inconsistencies, Accuracies)

Furthermore, this is the mapping function f : String æ Number that has been
used.

1. Company Type
f : e ≠ business = 1
f : non ≠ e ≠ business = 75

2. Segments
f : B ≠ to ≠ B = 1
f : B ≠ to ≠ B and B ≠ to ≠ C = 75
f : B ≠ to ≠ C = 150

3. Value Proposition
Low cost = 1
Differentiation and low cost = 75
Differentiation = 150

4. Relationships
Low level service = 1
Medium level service = 75
High level service = 150

5. Channels
Offline = 1
Combination of online and offline = 75
Online = 150

32 Chapter 7 Dimensionality Reduction and Cluster analysis for Data Visualization – Evaluation



6. Partnerships
Not many important partners = 1
Some important partners = 75
Many important partners = 150

7. Revenue model
Sales of access = 1
Sales of ownershipandaccess = 75
Sales of ownership = 150

8. Activities
Sales = 1
Services, Sales = 1
R&D, Production = 30
R&D, Production, Services = 30
R&D, Production, Sales = 30
R&D, Sales = 30
Programming, Sales = 80
Programming, Services, Sales = 80
Programming, Sales, Services = 80
Programming, Service = 80
Production, Programming = 80
Programming, Services = 80
Programming = 80
Logistics, Programming, Sales = 100
Programming, Logistics, Sales = 100
Production, Sales = 140
Production, Services = 140
Production = 140
Logistics, Sales = 140
Logistik, Production, Sales = 180

9. Resources
Physical = 1
Physical, Intellectual = 30
Physical, Human = 50
Physical, Human, Intellectual = 65
Human = 80
Human, IT = 130
Human, IT, Intellectual = 150
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10. Industry field
Telecommunication = 1
Telecommunication = 1
Telecommunications = 1
Telecommunications equipment = 1
Telecommunications equipment, Semiconductors = 1
Geospatial, T ransportation and Logistics, Telecommunications = 1
Internet, Computersoftware, Telecommunicationsequipment = 30
Financialservices = 30
Travel Services = 40
Travel Services, Internet = 40
ManagementConsulting = 50
ITservices, IT consulting = 50
V ideogames, interactiveentertainment = 60
Mobilegames, Computerandvideogames = 60
V ideogames, interactiveentertainment, consumer electronics = 60
Digitalimaging, Photography, Electronics = 60
Internet, electroniccommerce, online auction hosting = 65
Electronic commerce = 65
Consumer Electronics = 65
Electronics = 65
Onlineretailer = 70
Hardware, Software, Online Retailing = 70
OnlineRetailing, Cloud Computing = 75
Managed cloud computing = 80
Information Technology = 80
Internet, Software = 80
Enterprise software, Computerhardware = 80
Consumer electronics = 80
Technology Licensing = 80
Enterprise software = 80
Software = 80
IT infrastructure = 80
Internet = 80
Technology, Internet = 80
Semiconductors = 90
Technology Consulting, EngineeringServices = 110
Consumer electronics, Automotive, Licensing, Telematics = 120
Semiconductors, ComputerNetworks, LightingCircuitprotection = 150
Hardware = 150
Robots = 150
Hardware, Electronics = 130
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Automotive, Renewable Energy Storage Systems = 200
Automotive = 200
Automotive, Aviation, Telematics = 220
Motorcyclemanufacturer = 230
MachineConstruction = 240
Manufacturing, Distribution = 240
Airline = 280
AircraftManufacturer = 280
Aerospace, Defense = 280
Pharmaceuticals = 400
Pharmaceuticals, SyntheticMaterials, P lant Protection = 400
Retail, Healthcare = 400
SanitaryF ittings = 500
Clothing, Accessories = 500
Apparels, accessories = 500
Personal = 500
Retail = 500
Clothing, consumer goods manufacture = 500
Apparel, accessories = 500
Jewelers, silversmiths = 500
Restaurants = 500
Music = 600
Audio encoding/compression, Audio noise reduction = 600
Coffee Shop = 700

Please note that one of the disadvantages of this strategy is that information loss
occurs when two categorical properties are not in a transitive relation, because
numbers are always transitive.

7.3.2 Cluster Analysis

Because of time constraints, only one clustering algorithm was selected for evalua-
tion. The choice is DBSCAN and Figure 7.1 shows why.
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Fig. 7.1: A comparison of the clustering algorithms in scikit-learn. Adapted from [Ped+11]

This is the only algorithm that correctly, without any supervision, recognizes all
clusters. Moreover, clusters in real world data most probably tend to have different
density and DBSCAN is density-based clustering algorithm. Admittedly, the choice
of clustering algorithm is a pure speculation, because cluster can be defined in many
different ways – it could be areas of different densities, it could be areas of different
distribution or it could be areas that are far away from each other. As pointed in
the paper [EC02] the definition of cluster is in the eye of the beholder. For the
purposes of this paper clusters are defined as areas of different density and therefore
DBSCAN is chosen.
Following tune parameters have been used eps=0.5, min_samples=5, metric=’euclidean’,
algorithm=’auto’, leaf_size=30, p=None,random_state=None

Metric Data

No specific settings. Cluster analysis applied, visualization yielded and adjusted rand
index computed.

Categorical Data

Unfortunately, as previously mentioned, the used dataset has unknown high-dimensional
structure (labels), therefore visual analysis is used instead of adjusted rand index.
The same mapping function as for dimensionality reduction was used.
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7.4 Evaluation Tool

One of the main requirements for this bachelor thesis was an evaluation tool where
user without any technical knowledge is able to apply dimensionality reduction
techniques on his own data sets.
The proposed solution is best of three worlds – state-of-the-art visualizations in a
web browser, robust algorithms used directly from a machine-learning library and
all the heavy lifting done on the server.

7.4.1 Functionality

1. User is able to choose between four state-of-the-art dimensionality reduction
and one cluster analysis techniques.

2. User is able to fine-tune parameters of the implemented techniques.

3. User is able to apply the implemented techniques on default, prepared data
sets.

4. User is able to apply the implemented techniques on his own data sets.

5. User is able to visualize 2D and 3D representation of the reduced data.

6. User is able to select only specific samples to be visualized.

7. User is able to see the initial features of a sample by hover with the mouse.

8. User is able to see general information about the data sets.

9. User is able to zoom in and rotate for better visualization.

10. User is able to define mapping f : String æ Number for categorical data.

7.4.2 Architecture

The evaluation tool is implemented as a web application, but could be deployed
as standalone application for Mac, Linux and Windows by wrapping it with “Elec-
tron”.

These are the three main components
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1. Meteor - meteor3 is a full stack web application framework written in NodeJS.
It integrates NoSQL database (MongoDB) and uses publish-subscribe pattern
to automatically propagate data changes and synchronize server-client archi-
tecture. Both client and server code is written in JavaScript.

2. Highcharts - highcharts4 is a data visualization library.

3. Scikit - scikit5 project started as scikits.learn, a Google Summer of Code. This
is a machine library written in python. All of the application’s algorithms are
based on scikit’s implementation.

Communication flow

The high-level communication flow is defined follows

1. After the user has requested a visualization of his data set

2. Meteor spawns a child process which calls a python script to use scikit’s
functionality.

3. The child process returns with the result from scikit which contains the low-
dimensional representation of the initial data

4. Meteor-server notifies meteor-client using the publish-subscribe design pattern.

5. Meteor-client gets the data and passes it to Highcharts.

6. Highcharts visualizes the data in the web view.

Fig. 7.2: Communication flow

Please note that the whole process is asynchronous, thus the main thread in the
browser is not blocked at any time.

3
https://www.meteor.com/ Meteor is a full stack platform for web, mobile, and desktop.

4
http://www.highcharts.com/ MAKE YOUR DATA COME ALIVE

5
www.scikit-learn.org Machine Learning in Python
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Moreover, it is important to note that there are some papers [Scu] which try to
optimize machine learning algorithms for web applications. In this case this is not
needed, because the most computationally expensive part, namely 2, is run on the
server.

7.5 Data Sets

Following datasets have been used for evaluation. Intentionally most of the exam-
ples represent real-world data sets. For completeness some toy data sets are also
evaluated.

1. Olivetti faces

Samples: 400
Features: 10403
Variables: Metric

Real world dataset contains a set of face images taken between April 1992
and April 1994 at AT&T Laboratories Cambridge. As described on the original
website: There are ten different images of each of 40 distinct subjects. For some
subjects, the images were taken at different times, varying the lighting, facial
expressions (open / closed eyes, smiling / not smiling) and facial details (glasses
/ no glasses). All the images were taken against a dark homogeneous background
with the subjects in an upright, frontal position (with tolerance for some side
movement). [@Oli]

2. Images of a face

Samples: 698
Features: 4096
Variables: Metric

Real world dataset representing images of a face with different left-right pose
and brightness. The features correspond to the brightness of the pixels.

3. COIL-20

Samples: 1440
Features: 1024
Variables: Metric

As originally described in the technical documentation, Columbia Object Image
Library (COIL-20) is a database of gray-scale images of 20 objects. The objects
were placed on a motorized turntable against a black background. The turntable
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was rotated through 360 degrees to vary object pose with respect to a fixed camera.
Images of the objects were taken at pose interval of 5 degrees. This corresponds to
72 images per object. The database has two sets of images. The first set contains
720 unprocessed images of 10 objects. The second contains 1440 size normalized
images of 20 objects [Nen+].

4. Word-features

Samples: Unknown
Features: Unknown
Variables: Metric

Real world datasets supplied by Andriy Mnih. Two words are similar if they
have both a small pairwise distance and a similar color.

5. Netflix Prize Dataset

Samples: 100480507
Features: 17770
Variables: Metric

This is the official data set used in the Netflix Prize competition. The data
consists of about 100 million movie ratings, and the goal is to predict missing
entries in the movie-user rating matrix [Net09].

6. MNIST dataset

Samples: 1000
Features: 64
Variables: Metric

The MNIST database of handwritten digits, has a training set of 60,000 exam-
ples, and a test set of 10,000 examples. It is a subset of a larger set available
from NIST. The digits have been size-normalized and centered in a fixed-size
image. For the purposes of this bachelor thesis the first 1000 samples were
fetched [@Mni].

7. Iris Dataset

Samples: 150
Features: 4
Variables: Metric

The dataset was introduced by Ronald Fisher in his paper [Fis36]. The data
set consists of 50 samples from each of three species of Iris (setos, virginica
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and versicolor). Four features were measured from each sample: the length
and the width of the sepals and petals in cantimetres.

8. Swiss Roll

Samples: 1500
Features: 4
Variables: Metric

Data set which resembles swiss roll when plotted.

9. Sphere

Samples: 1000
Features: 4
Variables: Metric

Data set which resembles sphere when plotted.

10. Business Data

Samples: 160
Features: 10
Variables: Categorical

The data set represents about 160 companies with features and values as
follows

a) Company type - e-business; non-e-business

b) Segments - B-to-B; B-to-C; B-to-B and B-to-C

c) Value Proposition - Differentiation; low cost; differentiation and low cost

d) Relationships - Low level service; medium level service; high level service

e) Channels - Combination of online and offline; online; offline

f) Partnerships - Not many important partners; some important partners;
many important partners

g) Revenue model - Sales of ownership and access; sales of access; sales of
ownership

h) Activities - Sales; Services, Sales; R&D, Production; R&D, Production,
Services; R&D, Production, Sales; R&D, Sales; Programming, Sales; Pro-
gramming, Services, Sales; Programming, Sales, Services; Programming,

7.5 Data Sets 41



Service; Production, Programming; Programming, Services; Program-
ming; Logistics, Programming, Sales; Programming, Logistics, Sales;
Production, Sales; Production, Services; Production; Logistics, Sales;
Logistik, Production, Sales;

i) Resources - Physical; Physical, Intellectual; Physical, Human; Physical,
Human, Intellectual; Human; Human, IT; Human, IT, Intellectual;

j) Industry field - Telecommunication; Telecommunication; Telecommunica-
tions; Telecommunications equipment; Telecommunications equipment,
Semiconductors; Geospatial,Transportation and Logistics, Telecommuni-
cations; Internet, Computer software, Telecommunications equipment;
Financial services; Travel Services; Travel Services, Internet; Manage-
ment Consulting; IT services, IT consulting; Video games, interactive
entertainment; Mobile games, Computer and video games; Video games,
interactive entertainment, consumer electronics; Digital imaging, Photog-
raphy, Electronics; Internet, electronic commerce, online auction host-
ing; Electronic commerce; Consumer Electronics; Electronics; Online
retailer; Hardware, Software, Online Retailing; Online Retailing, Cloud
Computing; Managed cloud computing; Information Technology; In-
ternet, Software; Enterprise software, Computer hardware; Consumer
electronics; Technology Licensing; Enterprise software; Software; IT in-
frastructure; Internet; Technology, Internet; Semiconductors; Technology
Consulting, Engineering Services; Consumer electronics, Automotive,
Licensing, Telematics; Semiconductors, Computer Networks, Lighting
Circuit protection; Hardware; Robots; Hardware, Electronics; Automotive,
Renewable Energy Storage Systems; Automotive; Automotive, Aviation,
Telematics; Motorcycle manufacturer; Machine Construction; Manufac-
turing, Distribution; Airline; Aircraft Manufacturer; Aerospace, Defense;
Pharmaceuticals; Pharmaceuticals, Synthetic Materials, Plant Protection;
Retail, Health care; Sanitary Fittings; Clothing, Accessories; Apparels,
accessories; Personal; Retail; Clothing, consumer goods manufacture;
Apparel, accessories; Jewelers, silversmiths; Restaurants; Music; Audio
encoding/compression, Audio noise reduction; Coffee Shop;

7.6 Results

Evaluation results of techniques for dimensionality reduction and data visualization
are presented in this section.
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7.6.1 Dimensionality Reduction

Firstly, let’s explore dimensionality reduction and then cluster analysis is assesed.

Metric Data

In the following subsection every metric data set presented in section 7.5 is tested
against each algorithm. Once again, scores are assigned as follows

1. Very Poor Visualization – there aren’t any recognizable patterns in the low-
dimensional representation compliant with the high-dimensional manifold.

2. Poor Visualization – the majority of patterns in the low-dimensional represen-
tation isn’t compliant with the high-dimensional manifold.

3. Somehow Good, Somehow Poor – local structure is well preserved, but global
not or vice-versa.

4. Good – the majority of patterns in the low-dimensional representation is
compliant with the high-dimensional manifold, but there are some visible
inconsistencies.

5. Very Good – the majority of patterns in the low-dimensional representation are
compliant with the high-dimensional manifold, without any visible inconsis-
tencies.

Now that scores assignment has been reminded, let’s begin with the data sets.

1. Images of a face - one could clearly see that PCA represents the data with
visible incosistencies (bottom right) in both local and global structure. On
the other hand, LLE has plotted the data pretty well locally and not so well
globally. Isomap performs nearly perfectly. The authors of the cited paper
didn’t visualize the data with T-SNE.

Final Scores
PCA: 3
LLE: 4
Isomap: 5
T-SNE: X
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(a) PCA (b) LLE

(c) Isomap

Fig. 7.3: Visualizations of the Images of a face data set. Adapted from [Li04]

2. Olivetti faces - It is clear that LLE and Isomap don’t really reveal the dependen-
cies of the classes and thus the global structure of the data. The local structure
is pretty good preserved, but there are some inconsistencies. T-SNE on the
other hand deals pretty well with revealing both global and local structure of
the data. The authors of the cited paper didn’t visualize the data with PCA.

Final Scores
PCA: X

LLE: 3
Isomap: 3
T-SNE: 5

44 Chapter 7 Dimensionality Reduction and Cluster analysis for Data Visualization – Evaluation



(a) LLE (b) Isomap

(c) T-SNE

Fig. 7.4: Visualizations of the Olivetti faces data set. Adapted from [Maa08a]

3. COIL-20 - visualizations of Isomap and LLE are somehow poor. Local structure
is once again consistent, but the relationships between the clusters are poorly
presented. This is actually expected because LLE and Isomap are based on
neighborhood and as stated in [Maa08a] those techniques are incapable of
dealing with data sets consisting of widely separated submanifolds. On the
other hand, t-sne performs once again pretty well revealing both local and
global structure with some visible inconsistencies on bottom left.

Final Scores
PCA: X

LLE: 3
Isomap: 3
T-SNE: 4
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(a) LLE (b) Isomap

(c) T-SNE

Fig. 7.5: Visualizations of the COIL-20 data set. Adapted from [Maa08a]

4. Word-features - note that words are similar if they have both similar color and
are in the same neighborhood. LLE and Isomap obviously perform not so well
retaining only local and accordingly global structure. However, T-SNE has
some really good revelations – names of months are close together, also forms
of verbs, professions, words related to time. But there are some inconsistencies
presented also by T-SNE.

Final Scores
PCA: X

LLE: 3
Isomap: 3
T-SNE: 4
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(a) LLE (b) Isomap

(c) T-SNE

Fig. 7.6: Visualizations of the Word features data set. Adapted from [Maa08a]

5. Netflix Prize Dataset - note that movies are similar if they have both similar color
and are in the same neighborhood. As stated in the paper the visualization
was adapted from, t-sne performs very well clustering together similar movies
like Lord of the Rings & Harry Potter for instance, but global structure is poorly
preserved. Results for LLE are also not good with poor global, but good local
structure, however Isomap reveals the structure very well.

Final Scores
PCA: X

LLE: 3
Isomap: 5
T-SNE: 3
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(a) LLE (b) Isomap

(c) T-SNE

Fig. 7.7: Visualizations of the Netflix prize data set. Adapted from [Maa08a]

6. MNIST Dataset - obviously LLE preserves local structure extremely well, how-
ever global structure is somehow poorly revealed. Isomap also performs
extremely well, although global structure is not perfect. On the other hand,
T-SNE is almost perfect. PCA reveals both local and global structure somehow
good, but also somehow poor.

Final Scores
PCA: 3
LLE: 3
Isomap: 4
T-SNE: 5
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(a) PCA (b) LLE

(c) Isomap (d) T-SNE

Fig. 7.8: Visualizations of the MNIST data set.

7. Iris Dataset - obviously Isomap, TSNE and PCA perform very well revealing
both local and global data structure, while LLE fails to retain global structure
at this level and groups setos and versicolor together.

Final Scores
PCA: 5
LLE: 2
Isomap: 5
T-SNE: 4

(a) PCA (b) LLE

(c) Isomap (d) T-SNE

Fig. 7.9: Visualizations of the Iris data set.
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8. Swiss Roll - here PCA, LLE and Isomap preserve the swiss roll structure very
well, whereby PCA performs better than both of them. T-SNE on the other
hand fails to capture some patterns in both local and global structure.

Final Scores
PCA: 5
LLE: 4
Isomap: 4
T-SNE: 3

(a) PCA (b) LLE

(c) Isomap (d) T-SNE

Fig. 7.10: Visualizations of the Swiss roll data set.

9. Sphere - PCA and LLE both reveal the sphere structure almost perfectly, while
LLE and TSNE fail to retain global structure.

Final Scores
PCA: 5
LLE: 3
Isomap: 5
T-SNE: 3
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(a) PCA (b) LLE

(c) Isomap (d) T-SNE

Fig. 7.11: Visualizations of the Sphere data set.

There has also been made attempts to visualize some of the data sets in 3D, but
results are far from satisfying, as shown on Figure 7.12
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Fig. 7.12: 3D representation of MNIST reduced by T-SNE.

In Table 7.6.1 results of the evaluation for metric data are averaged

Final Average Scores
PCA: 4.2
LLE: 3.11
Isomap: 4.11
T-SNE: 3.88

The evaluation clearly shows that dimensionality reduction algorithms reveal most
of the manifold’s structure, however in some cases there are inconsistencies and
results are not always satisfying. Important to note is that PCA has turned to be the
best unsupervised dimensionality algorithm according to this evaluation. Something
that could also be confirmed in [Maa08a].

Categorical Data

There were alltogether 11 people available for the survey. Therefore, for more
representitive results, after the first round of four algorithms being evaluated by
four users, only two algorithms had to be selected based on the users’ evaluation
and the evaluation of the metric data set. In the first round visualization quality
of LLE was marked somehow good, T-SNE was assesed as poor, however PCA and
Isomap performed very well (more detailed results in Appendix 10). These results,
except for T-SNE, were compliant with the performance of the algorithms tested
against metric data, therefore PCA and Isomap were chosen for further evaluation.
Moreover, T-SNE is non-deterministic and evaluation results wouldn’t have been
reproducible.
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(a) LLE (b) T-SNE

Fig. 7.13: Visualizations of Business data for LLE and T-SNE

1. PCA - 5 people evaluated PCA. Without exception every and each one of
them classified the visual representation as “Good - most of the patterns that I
recognize are compliant with reality, but there are some visible inconsistencies”.
The users were very consistent with their opinions and have identified all
clusters - Healthcare, Retail, Automotive, Airlines and a smooth transition from
Hardware to Semiconductors, Telecommunications, Software and Internet.
The smooth transition from hardware to software and therefore the lack of
clear separation in the big cluster that contains several sublusters on the right
side was seen from people as something that is normal, because these industries
overlap. Moreover, users identified Spotify, Starbucks and McDonalds as visible
incosistencies. Nevertheless, this is because Spotify was categorized as a music
company, but people think of it as software. This is not a weakness of PCA, but
rather of the initial data set that has failed to describe companies in accordance
to users’ perception.

Fig. 7.14: Visualizations of Business data for PCA

2. Isomap - 4 people evaluated Isomap, 3 of them classified the visual represen-
tation as “Good - most of the patterns that I recognize are compliant with
reality, but there are some visible inconsistencies” and one as “Very Good -
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most of the patterns that I recognize are compliant with reality without visible
inconsistencies”. The first impression of the people that has evaluated the
algorithm was not very good, because clusters are not as clearly separated as
in PCA. However, after careful visual analysis, all of them identified perfectly
the underlying high-dimensional data structure. Again, all clusters have been
recognized - Healthcare, Retail, Automotive, Airlines and a smooth transi-
tion from Hardware to Semiconductors, Telecommunications, Software and
Internet. Certain users were more insightful to notice progression from low
to high cost in regard to airline companies and from low to high service in
the automotive industry. Visible inconsistencies here include also Rolls Royce
Motor, Spotify, Starbucks and McDonalds, which as we said is not weakness of
the algorithms itself, but of the initial data set.

Fig. 7.15: Visualizations of Business data for Isomap

A lot of assumptions has to be made to apply dimensionality reduction on categorical
data - for instance, that the mapping function f : String æ Number is “good” and,
more importantly, that the attributes which describe the companies in the initial data
set are consistent with how users perceive companies. Obviously the last assumption
has made a negative impact and lead to information distortion in regard to Spotify,
because most people consider Spotify as a software company and would categorize
it similar to social media, but in the initial data set it was in the music industry.
Nevertheless the results are very promising, since most people in the survey managed
to describe the initial data set incredibly well and “would have grouped companies
in similar way”.
Note that 3D representation didn’t enhance visual perception. Probably colors for
the third dimension would have been more appropriate than adding another axis in
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the space, as one of the evaluated users proposed. More detailed results of users’
evaluation are attached in the Appendix 10.

7.6.2 Clustering

Metric and Categorical data

Cluster analysis was applied on handwritten digits, iris data set and business compa-
nies. Results were more than disappointing – the adjusted rand index was always
nearly 0. Since further analysis wasn’t encouraged, I decided to concentrate my
efforts on dimensionality reduction algorithms. This probably implies that cluster
analysis doesn’t deal well with real-world data, real-world data is not really clustered
or high-dimensional data is difficult to be clustered. Figure 7.16 show the results
– items from different clusters have different y values. As it can be seen, cluster
analysis shows that handwritten digits have just one cluster, which is very far from
reality. An attempt to apply PCA prior cluster analysis was made in order to eliminate
curse of dimensionality, but results were still extremely poor.

Fig. 7.16: DBSCAN of MNIST dataset. Different y values represent different clusters. Only
one cluster detected. AdjustedRandIndex = ≠1
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8Discussion

In this paper different possibilities for recognizing complex patterns in high-dimensional
data by dimensionality reduction and visual enhancement has been explored. They
were mainly grouped in two categories – the first category concentrates on data
adjustment, the second on visualization adjustment.

Techniques such as parallel coordinates and scatterplot matrices belong to the second
group. The conclusion was drawn that current visualization techniques from this
type couldn’t be used to efficiently represent high-dimensional data due to scalability
issues.

Then exploration of data adjustment techniques lead to the result that only feature
extraction and cluster analysis will be taken into consideration, since only algorithms
of such type were compliant with the requirements of this thesis. One of the
main requirements was that the evaluated algorithms are unsupervised. As for
dimensionality reduction, it became clear that a lot of techniques has been developed
during the years, but most of them are only variations of one and the same technique,
thus could be grouped in three categories

1. Linear

2. Locally nonlinear

3. Globally nonlinear

One algorithm of each group plus one novel algorithms were selected and evaluated.
The evaluation of the selected algorithms for dimensionality reduction on metric
data PCA, LLE, Isomap, TSNE has shown that in most cases fairly good results are
achieved – at least local or global structure was recognizable by every algorithm.
Moreover, despite of the fact that PCA was introduced about hundred years ago,
it still performs at least as good as most of the novel techniques. Nevertheless,
dimensionality reduction doesn’t always lead to satisfying results. The problem is
highlighted by the fact that there aren’t any good mathematical means to evaluate
the quality of such techniques. This is why heuristic approach by visual analysis has
been taken to evaluate the techniques. An attempt has been made to visualize data
in three instead of two dimensions, but no improvement was noticed.
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These four algorithms were also tested against categorical data after user-defined
mapping f : String æ Number has been applied. To evaluate results survey on the
low-dimensional representation was done and people were able to identify crucial
patterns in high-dimensional data from low-dimensional visualization. This implies
that if the mapping function is good those techniques could be used to visualize
categorical data. However, several shortcomings of this method were noticed: firstly,
information loss occurs when two categorical properties are not in a transitive
relation, because numbers are always transitive and secondly, sometimes there’s
inconsistency between how the initial data set describes data objects and how the
user perceive them. Please consider the spotify example again.

Generally a lot of assumptions about the high-dimensional data have to be made
when applying dimensionality reduction, because this is an ill-posed problem and the
intrinsic dimensionality of the high-dimensional manifold is usually unknown, which
can falsify results beyond what is desirable. In this sense, this is a very involved
and complicated scientific field. However, if humans solve the challenges, that
high-dimensional data brings, this would lead to a whole new world. Self-driving
cars, smart cities, robots, predicting weather and human behavior wouldn’t be only
a taboo. This is why finding patterns in big data is such an important, exiting and at
the same time difficult to master task.

Cluster analysis techniques has also been overviewed and one algorithm evaluated.
Unfortunately the results from the evaluation of cluster analysis are not promising.
PCA was applied also prior to cluster analysis to improve the results without any
success. Either cluster analysis doesn’t deal well with real-world data, clusters
are difficult to identify in high-dimensional data or real world data is not really
clustered.
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9Future Work

A basis for future work is of course appliance of dimensionality reduction for data
visualization to categorical data after user-defined mapping is applied. The attempt,
proposed in this thesis, to apply such algorithms on categorical data, has yielded very
interesting and fairly good results. Namely, complex pattern in high-dimensional
data were easily recognizable by visual analysis of reduced data. Unfortunately, there
were also some inconsistencies. In future work such techniques could be applied on
bigger number of data sets so that results are more representative. Moreover, this is
an enormous field of science, therefore a lot of open questions arise, such as: Does
combining dimensionality reduction techniques makes sense? Does dimensionality
reduction helps to improve performance of other algorithms because of outliers
removal and noise reduction? In which extend dimensionality reduction is affected
by curse of dimensionality? How much is affected by noise in the data? How does
supervised dimensionality reduction compare to unsupervised?
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10Conclusion

A subject of this paper is dimensionality reduction and data visualization algorithms.
After comprehensive overview of those was proposed the most suitable of them
for the purposes of this thesis were selected and evaluated. A novel attempt to
apply suchlike techniques on categorical has also been successfully made. Although
the algorithms yielded good results on most data sets, there were cases where
information loss was far beyond what is acceptable. Moreover, cluster analysis
completely failed to recognize clusters in real-world data. Generally the algorithms
perform well, but not consistently, which implies that there is still a long way to
go. However every effort is worth it, because this is a very mathematically involved
and challenging subfield of computer science which brings a lot of opportunities. Its
importance is highlighted by the fact that being able to analyze patterns in big data
will push the development of human beings to another level. Behavior analytics,
correct weather prediction based on past data, robots and extracting insights in
neurology are only some of the use cases.
At last but not least, in the context of this thesis, a state-of-the-art web application
for the enduser without any technical knowledge to apply dimensionality reduction
and cluster analysis techniques on his own data sets in a simple and intuitive way
was developed.
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