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Motivation & Context
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Dimensionality reduction techniques mostly used “as is”, without evaluation.

No tool for easy appliance of dimensionality reduction techniques. 

Exponentially faster data processing with less resources.

Enable visual analysis & pattern recognition.



Thesis Requirements
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First requirement – answer research questions

1. What kind of dimensionality reduction techniques do exist?

2. What are some other means to explore and visualize patterns in high-dimensional 
data sets?

3. In what extent do dimensionality reduction techniques and means for pattern  
exploration in high-dimensional data sets reveal information about the underlying data?

4. What results do they yield if used to visualize categorical data after a user-defined 
mapping f: String → Number has been applied?

Second requirement – develop a web application to apply dimensionality reduction



Approach
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Overview of dimensionality reduction techniques → select best for evaluation

Other techniques for high-dimensional data visualization → select best for evaluation

Evaluation

1) Cluster Analysis (DBSCAN)

1) Linear (PCA)

2) Nonlinear, local properties (LLE) 

3) Nonlinear, global properties (Isomap)

4) Recent algorithm (T-SNE)



Evaluation - Results
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3 Real-world datasets tested – Business data, MNIST, Iris.

1) Almost no clusters identified. 

2) Rand Index nearly 0. 

3) Applied also PCA prior to reduce curse of dimensionality – no improvement.

Cluster Analysis

Implications

1) Real world data not really clustered.

2) Cluster analysis doesn't deal well with real world data.

3) Cluster analysis doesn't deal well with high-dimensional data.



Evaluation - Results
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Dimensionality Reduction – Metric data

8 Data sets tested with varying dimensionality – from 3 to 17770 dimensional.

1. Assign scores for each visualization. 1 is worst, 5 is best.  
2. Average scores.

1. Assign scores (Local vs Global structure)

1 - Very Poor Visualization – ….

...
5 - Very Good – ...

2. Average scores 

PCA – 4.2

LLE – 3.11

Isomap – 4.11

T-SNE – 3.88

Final averaged scores

8 Data sets



Evaluation - Results
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Dimensionality Reduction – Metric data. 

Example: MNIST dataset – Local vs Global Structure

Local structure: well preserved, digits 
grouped in clusters
Global structure: very poor 
representation, no distances between 
sub-manifolds 
Score: 3 (or 2?)

Local structure: very well preserved, 
digits grouped in clusters
Global structure: very good 
representation, clear separation 
between sub-manifolds
Score: 5



Evaluation - Results
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Dimensionality Reduction – Categorical data

1) PCA – 4. Patterns and clusters recognized.

2) Isomap – 4.2. Patterns and clusters recognized.

3) LLE – 3. Patterns and clusters recognized, but also a lot of inconsistencies.

4) T-SNE – 2. A lot of inconsistencies.

Ask 11 students between 20 and 26 y.o.



Evaluation - Results
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Dimensionality Reduction – Categorical data

Example: Isomap



Conclusion
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.High-Dimensional Real-World Data Visualization… (Research Questions 3 & 4)

1. Use Cluster Analysis?: No

2. Use Dim. Reduction for Metric Data?: Yes, with a grain of salt

3. Use Dim. Reduction for Categorical Data?: Yes, but see 2)

4. 3D visualization better than 2D?: No

5. Best algorithm?: PCA



Future Work
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.
Dimensionality Reduction for Categorical Data

Combination of Techniques?

Supervised vs Unsupervised?

Curse of dimensionality?



Web Application Architecture & Live Demo 

© sebisLyubomir Stoykov 13

1) Integrate Meteor and Scikit

2) Most computationally expensive calculations on 
server-side

          
           Scalability and Fault Tolerance 



Timeline
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Thank you
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Backup
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Scope
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# visual_mapping = {
#    "Company type":{
#       "e-business":"1",
#       "non-e-business":"75"
#    },
#    "Segments":{
#       "B-to-B":"1",
#       "B-to-B and B-to-C":"75",
#       "B-to-C":"150"
#    },
#    "Value Proposition":{
#       "Low cost":"1",
#       "Differentiation and low cost":"75",
#       "Differentiation":"150"
#    },
#    "Relationships":{
#       "Low level service":"1",
#       "Medium level service":"75",
#       "High level service":"150"
#    },
#    "Channels":{
#       "Offline":"1",
#       "Combination of online and offline":"75",
#       "Online":"150"
#    },
#
# …

# }

Map Function
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