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Motivation & Context

Enable visual analysis & pattern recognition.
Exponentially faster data processing with less resources.

Dimensionality reduction techniques mostly used “as is”, without evaluation.

No tool for easy appliance of dimensionality reduction techniques.
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Thesis Requirements

First requirement — answer research questions

1. What kind of dimensionality reduction techniques do exist?

2. What are some other means to explore and visualize patterns in high-dimensional
data sets?

3. In what extent do dimensionality reduction techniques and means for pattern
exploration in high-dimensional data sets reveal information about the underlying data?

4. What results do they yield if used to visualize categorical data after a user-defined
mapping f: String — Number has been applied?

Second requirement — develop a web application to apply dimensionality reduction
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Approach

Overview of dimensionality reduction techniques — select best for evaluation

1) Linear (PCA)
2) Nonlinear, local properties (LLE)
3) Nonlinear, global properties (Isomap)

4) Recent algorithm (T-SNE)

Other techniques for high-dimensional data visualization — select best for evaluation

1) Cluster Analysis (DBSCAN)

Evaluation
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Evaluation - Results

Cluster Analysis

3 Real-world datasets tested — Business data, MNIST, Iris.

1) Almost no clusters identified.
2) Rand Index nearly 0.

3) Applied also PCA prior to reduce curse of dimensionality — no improvement.

1) Real world data not really clustered.
2) Cluster analysis doesn't deal well with real world data.

3) Cluster analysis doesn't deal well with high-dimensional data.
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Evaluation - Results

Dimensionality Reduction — Metric data

8 Data sets

1. Assign scores (Local vs Global structure)

1 - Very Poor Visualization — ....

S - Very Good — ...

2. Average scores

Final averaged scores

PCA-4.2
LLE — 3.11
Isomap — 4.11

T-SNE - 3.88
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Evaluation - Results

Dimensionality Reduction — Metric data.

1000 Features: 64

I"-"i: hd 7~N: o ":"fv: M2 L AL nsd
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. ~, o (3 —‘:"'5.;;..".'3"" ;:I..ﬂm
© ®
Local structure: well preserved, digits Local structure: very well preserved,
grouped in clusters digits grouped in clusters
Global structure: very poor Global structure: very good
representation, no distances between representation, clear separation
sub-manifolds between sub-manifolds

Score: 3 (or 2?) Score: 5
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Evaluation - Results

Dimensionality Reduction — Categorical data

No.  Company Company type Value i Segments onshi Channels Activities Resources i Revenue model EBIT%  Branchen

1 SWENmm= | on-e-business  Low cost B-to-Band B-to-C Medium level service Combination of online and offline  Production, Sales Physical, Human Many important partners sales of ownership 3.19%  Consumer Electronics
> JEEEED |ron-ebusiness  Differentiation B-to-C Medium level service Combination of online and offline  Production, Sales Physical, Human, Intellectual  Manyimportant partners Sales of ownership 3.00%  Retail

3 non-e-business  Differentiation B-to-B Medium level senvice Combination of online and offline R&D, Production Physical, Intellectual Not many important partners  Sales of ownership 6.27%  Electronics

4 | non-e-business Differentiation B-to-C Medium level service Combination of online and offline R&D, Sales Physical, Human, Intellectual Manyimportant partners Sales of ownership 20.60%  Apparel, accessories
5 [— non-e-business  Differentiation B-to-C Medium level service Combination of online and offline Production, Sales Physical, Human Manyimportant partners Sales of ownership 490%  Retail

6 N | ron-e-business  Differentiation B-to-Band B-to-C Medium level service Combination of online and offline  Programming, Sales Human, IT, Intel lectual Some important partners Sales of ownershipandaccess 9% software

7 PRI, non-e-business  Differentiation and low cost  B-to-C High level service Combination of online and offline R&D, Production Physical, Intellectual Manyimportant partners sales of ownership -4.01%  Semiconductors

s non-e-business  Low cost B-to-C Medium level service Combination of online and offline  Senices, Sales Physical, Human Some important partners Sales of access 6.80%  Airline

o . non-e-business  Low cost B-to-C Medium level service Combination of online and offline  Senices, Sales Physical, Human Manyimportant partners Sales of access 15.77%  Airine

10 non-e-business  Low cost B-to-C Medium level service Combination of online and offline  Services, Sales Physical, Human Some important partners sales of access 7.00%  Airline
11— non-e-business  Differentiation B-to-C High level service Combination of online and offline  Services, Sales Physical, Human Manyimportant partners Sales of access 3.41%  Aidine
12— non-e-business  Differentiation B-to-C Medium level service Combination of online and offline  Services, Sales Physical, Human Many important partners sales of access 6.90%  Airline
13— non-e-business  Differentiation B-to-C High level service Combination of online and offline  Services, Sales Physical, Human Manyimportant partners sales of access 3.80%  pirine

14 - non-e-business  Differentiation B-to-B High level service Offline R&D, Production Physical, Human, Intellectual Manyimportant partners Sales of ownership 6.38%  Aircraft Manufacturer
15 ~ non-e-business Differentiation B-to-B High level service Offline R&D, Production Physical, Intellectual Some important partners Sales of ownership -30,00% Machine Construction
16— non-e-business  Differentiation and low cost  B-to-C Medium level service Combination of online and offline  Senices, Sales Physical, Human Manyimportant partners sales of access 1820%  Airline

PR PO - .- P f e e P . - - P P 12 4%

1) PCA — 4. Patterns and clusters recognized.
2) Isomap — 4.2. Patterns and clusters recognized.

3) LLE — 3. Patterns and clusters recognized, but also a lot of inconsistencies.

4) T-SNE — 2. Alot of inconsistencies.




Evaluation - Results

Dimensionality Reduction — Categorical data
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Empirical study on the quality of dimensionality reduction algorithms for visualization of categorical data

Empirical study on the quality of dimensionality
reduction algorithms for visualization of
categorical data

The goai of this evaiuation is to explore suitability of dimensionality reduction algorithms for
recognizing patterns in complex categorical data structures by visual analysis of the reduced
data. In order to achieve this goal, dimensionality reduction was applied on high -
dimensional companies data. After that, the reduced, iow - dimensional representation has
been visualized in a two - dimensional plot.

In this survey people are asked to elaborate on their i of the visual
representation. After that their answers are examined for compliance with the patterns
investigated in the initial data set

1. Algorithm

Mark only one oval.

) PCA
) LLE

) Isomap
) T-SNE

2. Nickname

0\/\%« jf

3. Field of study

AVAS

4. Age

M

5. Gender
Mark only one oval.

) Male
\/) Female

622016
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6. How would you classify the visual representation?

Mark only one oval.

—

) Very poor - Most of the pattems that | recognize contradict reality (for instance,
companies that are similar such as BMW and Audi are not in the same neighborhood or
companies that are very different such as Turkish Airlines and Spotify are grouped
together)

) Poor - | can't really recognize similarities, pattems or structures

( ‘Somehow good, somehow poor - | can recognize some patterns compliant with
reality (for instance, companies that are similar such as BMW and Audi are in the same
neighborhood or companies that are very different such as Turkish Airfines and Spotify
are far away from each other), but | also recognize a fair amount of inconsistencies that
contradict reality

(\/) Good - Most of the patterns that | recognize are compliant with reality, but there
are some visible inconsistencies

) Very good - Most of the pattems that | recognize are compliant with reality without

visible inconsistencies

7. Did 3D representation enhance visual analysis?
Mark only one oval.

D

) Neutral
8. Please explain your of the (Patterns,
Outliers, Retations hi ies)
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Conclusion sebis

High-Dimensional Real-World Data Visualization... (Research Questions 3 & 4)

1. Use Cluster Analysis?: No

2. Use Dim. Reduction for Metric Data?: Yes, with a grain of salt

3. Use Dim. Reduction for Categorical Data?: Yes, but see 2)

4. 3D visualization better than 2D?: No

5. Best algorithm?: PCA
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Future Work

Dimensionality Reduction for Categorical Data

Combination of Techniques?

Supervised vs Unsupervised?

Lyubomir Stoykov © sebis 12

Curse of dimensionality?




Web Application Architecture & Live Demo

1) Integrate Meteor and Scikit

2) Most computationally expensive calculations on
server-side
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Timeline

START: 10.15.2015
OCTOBER NOVEMBER DECEMBER JANUARY FEBRUARY

15.10.2015
Literature Review
15.11.2015
App Concept

20.12.2015

App Implementation

20.12.2015

Thesis Outline & Concept

15.01.2016

Evaluation and

RS e 15-02.2016
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‘ Techniques for High-Dimensional Data Visualisation Enhancement

Metric Data Categorical Data

Adjust Data Adjust Visualisation

7 e
/ e

¥ A SRS .
Cluster Analysis  Feature Extraction (Dimensionality Reduction) Feature Selection
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Map Function

# visual_mapping = {

"Company type":{
"e-business™:"1",
"non-e-business":"75"

}

egments":{
"B-to-B":"1",
"B-to-B and B-to-C":"75",
"B-to-C":"150"
8
"Value Proposition™:{
"Low cost™:"1",
"Differentiation and low cost":"75",
"Differentiation":"150"

}

Relationships":{
"Low level service™:"1",
"Medium level service":"75",
"High level service™:"150"
h
"Channels":{
"Offline™:"1",
"Combination of online and offline":"75",
"Online":"150"

}
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#}
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