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Motivation

System Architecture

Exploratory Search
§ The process of obtaining insights within an 

unfamiliar domain is often directed toward a 
complex, open-ended goal.

§ Exploratory Search (open-ended goal) ≠ 
Information Retrieval (specific goal)

§ Exploratory Search is especially important for 
researchers:
§ What approaches are currently state-of-the-

art?
§ What are current research trends?
§ …

§ Scientific literature on NLP is growing rapidly.
§ Scientific knowledge on NLP is usually available in large 

quantities as unstructured texts.
§ Typically, scientific literature search systems are limited 

to keyword-based lookup searches.
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System Features

Model Faithfulness Answer Relevance
gpt-3.5-turbo-0125 0.9661 0.8479
gpt-4-0125-preview 0.9714 0.8670

NLP Knowledge Graph

NLP

Question 
Answering

Text 
Summarization

IS_AUTHOR_OF PUBLISHED_ATHAS_FIELD_OF_STUDY

Field of Study Researcher Publication Venue

Figure 1: Number of papers per year in the ACL Anthology. 

Challenging to get an introduction and overview 
of new or unfamiliar scientific fields in NLP.

NLP-KG: A feature-rich system designed to support 
the exploration of research literature in unfamiliar 
NLP fields.

# Fields of Study # Relations Max Depth

421 530 7 Levels

Figure 2: The NLP knowledge graph contains "Field of Study", "Publication", 
"Researcher", and "Venue" entities. 

Table 1: Overview of the Fields of Study hierarchy 
developed for the NLP knowledge graph.

Graph visualization:
§ Hierarchically structured Fields of Study in NLP.
§ Comprised of (but not limited to) tasks or methods.

Semantic search:
§ Keyword-based lookup search for publications, 

authors, venues, and Fields of Study.

Conversational search:
§ Responds to NLP-related user queries in natural 

language.
§ Grounds responses in knowledge from publications 

using retrieval augmented generation.

Ask this paper:
§ Answers user questions about specific publications 

based on their full texts.

Advanced filters:
§ Filter for specific Fields of Study, venues, dates, 

citation counts, or survey papers.

§ Arrows represent the 
direction of data flow.

§ Red arrows indicate how the 
autoregressive large 
language model (LLM) 
routes the data for the "Ask 
This Paper" feature.

§ Blue arrows indicate how 
the LLM routes the data for 
the “Conversational Search" 
feature.

§ The preprocessing module 
regularly fetches new 
publications and processes 
them to update the 
knowledge graph and the 
vector database.

Figure 3: Overview of the system architecture. 

their search process. Upon locating their FoS, par-
ticipants evaluate the correctness of the relations
utilized during their navigation and determine po-
tential missing relations. Based on this assessment,
we compute Precision, Recall, and F1 scores, as
shown in Table 4, to evaluate the correctness of the
traversed relations.

Furthermore, we use Mean Absolute Percentage
Error (MAPE) to measure the percentage of errors
or extra steps that participants make as they navi-
gate the graph to reach their target FoS. We adopt
the MAPE metric as follows:

MAPE =
1
n

X����
Total #Steps - Ideal #Steps

Ideal #Steps

����, (1)

where n = 50 denotes the number of FoS
searches over all participants. In this context, a
lower score means that, on average, users were
able to find their target FoS with fewer extra steps.
For example, a score of zero would mean that each
user was able to find their target FoS with the opti-
mal number of steps. Table 4 shows the evaluation
results that demonstrate the high quality of the FoS
hierarchy graph.

Precision Recall F1 MAPE
99.95 99.65 99.80 0.478

Table 4: Results for evaluating the correctness of rela-
tions in the FoS hierarchy graph.

5.2 RAG Performance
To evaluate the conversational search feature, we
use the RAGAS framework (Es et al., 2024), focus-
ing on the Faithfulness and the Answer Relevance
of generated responses. Faithfulness evaluates if
the generated answer is grounded in the given con-
text, which is important to avoid hallucinations.
Answer relevance evaluates if the generated answer
actually addresses the provided question. We use
GPT-4 to generate 50 random questions related to
NLP, such as "Define perplexity in the context of
language models". Subsequently, we utilize GPT-
3.5 (OpenAI, 2022) and GPT-4 in our conversa-
tional search pipeline described in §3.6 to generate
grounded answers from retrieved publications. Fi-
nally, we use RAGAS to evaluate the generated
responses. As shown in Table 5, both LLMs ex-
hibit high faithfulness and answer relevance scores,
indicating their ability to retrieve relevant publica-
tions from the RAG pipeline to effectively answer
user queries based on provided contexts.

Model Faithfulness Answer Relevance
gpt-3.5-turbo-0125 0.9661 0.8479
gpt-4-0125-preview 0.9714 0.8670

Table 5: Evaluation results of our conversational search
pipeline. Metrics are scaled between 0 and 1, whereby
the higher the score, the better the performance.

5.3 Comparison of Scholarly Literature
Search Systems

We compare NLP-KG with other publicly acces-
sible systems for scholarly literature search, in-
cluding Google Scholar, Semantic Scholar, ORKG,
NLP Explorer, and NLP Scholar. A feature com-
parison is shown in Table 6.

Google
Scholar

Semantic
Scholar ORKG NLP

Explorer
NLP

Scholar NLP-KG

Keyword-based Search 3 3 3 3 3 3

NLP specific 7 7 7 3 3 3

Fields of Study Tags 7 3 3 3 7 3

Fields of Study Hierarchy 7 7 3 7 7 3

Survey Filter 3 7 7 7 7 3

Ask This Paper 7 3 7 7 7 3

Conversational Search 7 7 7 7 7 3

Table 6: Feature comparison of scholarly literature
search systems.

The comparison shows that NLP-KG offers an
extensive set of features providing users with a
wide range of options to explore NLP research lit-
erature. Unlike popular systems such as Google
Scholar and Semantic Scholar, NLP-KG is tailored
specifically for NLP research, ensuring an accurate
and efficient exploration experience. Moreover,
NLP-KG is not limited to keyword-based searches,
providing users with advanced search and retrieval
features to explore the field of NLP.

6 Conclusion

This paper introduces NLP-KG, a system for
search and exploration of NLP research literature.
NLP-KG supports the exploration of unfamiliar
fields by providing a high-quality knowledge graph
of FoS in NLP and advanced retrieval features such
as semantic search and filtering for survey papers.
In addition, a LLM integration allows users to ask
questions about the content of specific papers and
unfamiliar concepts in NLP and provides answers
based on knowledge found in scientific publica-
tions. Our model evaluations demonstrate strong
classification and retrieval performances, making
our system well-suited for literature exploration.

Table 2: Feature comparison of scholarly literature search systems.

Table 3: Evaluation results of the retrieval augmented generation pipeline.


