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Abstract

Quantum Computing is a technology that promises a significant performance increase
for specific problems like prime factorization or machine learning. Due to real quantum
computers still having significant error when executing operations, it is important
to reduce quantum circuits to a minimum, before being run. Earlier approaches use
quantum computers to optimize, take exponential time or only allow qubits to be
in pure states to continue optimizing. We introduce an algorithm that uses bitwise
simulation of the state of all qubits up to a certain complexity, to stay in polynomial
time, in order to reduce the complexity of quantum circuits, removing superfluous
control qubits or gates. This implementation is a version in C++ of the same algorithm
that will be proposed in a to be published paper implemented in OCAML, which is
around 50% faster on median.
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1. Introduction

Quantum computing is an emerging technology that promises significantly improved
efficiency for a variety of applications. Prime factorization in polynomial time [13],
improved efficiency in neural networks [2] or database search [6] just to name a few.

The current state of real world quantum computers is called the Noisy intermediate-
scale quantum (NISQ) Era [11]. This means that while quantum computers may offer
50-100 qubits, the size of the circuits that can be accurately executed will be limited by
the reliability of the results. This necessitates the reduction of complexity of circuits
during the compilation.

One approach to do this is to use ZX-calculus [1], which is able to find a minimal
circuit that is still equal to the original one, but it takes exponential time. If we know
the state of a qubit at a specific point in the circuit, we can decide if a control qubit or
gate is superfluous. This can for example be done using a quantum computer [8] and
running the circuit up to a specific point. Another way to do this is to keep track of the
state of a qubit [9] and finding gates that can be simplified.

We propose an algorithm that simulates the state of qubits using a hash map that
stores non-zero amplitudes of the state similar to [5]. We only combine the states of
qubits into a hash map if they have interacted with each other, putting qubits into
entanglement groups. We limit the number of amplitudes in a state to a fixed number
(Niax) to not simulate the entire circuit (exponential), but rather simulate up to a certain
complexity and stay in polynomial time. The state is then used to remove implied
and therefore superfluous control qubits as well as non-activating gates. Very small
amplitudes that are below a certain threshold (¢) are dropped. We argue that very small
amplitudes would not change the result of the circuit on a real quantum computer, as
they are not distinguishable from noise.

This implementation is done in C++. This is due to the idea that it would be a more
efficient version of another implementation in OCAML of a yet to be published paper by
Chen and Stade [3]. We show that the version in C++ is on median around 50% faster
than the OCAM1 version.

In chapter 2 we describe the theoretical background as well as going into further
detail about related works on this topic. The details of the implementation are described
in chapter 3. In chapter 4 we evaluate the performance of the algorithm using the
Munich Quantum Toolkit (MQT) benchmark [12], as well as showing the influence of
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Nyax and e on the output, before drawing a conclusion in chapter 6.




2. Background

2.1. Quantum Computing

Quantum Computing uses qubits (quantum bits) as its unit of information, which is
distinct from classical bits, as they can exist in a superposition of states represented
as |¢) = ¢ |0) + c1|1), where ¢y and ¢; are complex numbers. These states can be
described as vectors with |0) = (}), 1) = (?) and a superposition |¢) = o |0) +
e [1) = (2) 171,

The outcome of a measurement on qubits is only a single state. No information about
the amplitudes can be extracted in a single measurement. The probability of a state
being measured is |c|?. Therefore the sum of the probabilities is always 1:

Yol =1
i

The state of multiple qubits can be described as the tensor product of their states like:

[$12) = [¢1) @ |¢h2) = (a1 |0) + B1[1)) ® (a2 |0) + B2 [1)) = (?ﬁ;)
B1B2

The size of the state vector for n qubits is 2". We can also describe this vector as a linear
combination:

X162 22_1
[h12) = (21@) = w12 |00) 4 11 |01) + Braz [10) + B1B2[11) = ) cu|n)
B1B2 n=0

To change the state of a qubit, we apply gates. Single qubit gates are described by
2x2 matrices. The simplest example for this is the identity operator I:

=5 1)

To put a qubit in a superposition the Hadamard Gate (H) can be used. It is defined by

the matrix:
1 1 1
-l )




2. Background

The state of a qubit after applying a gate is determined by matrix multiplication

0= 350 1) (-0 50w

Another example is the X Gate (also denoted as @). It acts similar to a logical NOT:

01
*=(1 o)
To apply a gate to only a single qubit in a qubit state with n qubits, we look at the
state as a linear combination of vectors |i) each with an amplitude c;. Let i[k] be the
k th bit of i and i[k] := b denote i with the k th bit set to b. We can then select which

column, of the matrix U that represents the gate to apply by the value of i[t], where t is
the index of the target qubit.

Uly) = <m00 m01> 2nilci i) = 2ni:1 {mOOCi |i) +mioc; |i[t] == 1) i]t] :(1)

1
Mo M/ S izo \mucili) +moic; [ift] :==0) i[t] =

To have multiple qubits interact, we can use controlled gates. If the control qubit is
in state |0), the gate is not applied. If it is in state |1), the gate is applied. One example
for a controlled gate is the CX (CNOT) gate. As the name suggests, it applies an X gate
depending on the control qubit. Controlled gates can also be described as matrices:

1000
10 00 0100
CX—|0><O|®I+|1)(1|®X—<O 0>®1+(0 1>®x_ 00 01
0010

Controlled qubits have a control qubit, which determines if the gate is activated, and
a target qubit, to which the gate is applied to if activated. Let us apply the CX gate to a
qubit state:

1 0 0O X00 1 0 0O ®00
0100 ao1 0100 @01

X = =
¢ WJ> 0 0 01 10 00 01 ®11
0010 a11 0010 ®10

We see that for the amplitudes where the control qubit was |1), the target qubit was
toggled, as the X gate was applied to it.
Let us apply this to a simple circuit:
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0) ———b—

Figure 2.1.: Simple quantum circuit to entangle qubits

After applying the H Gate, we can describe the state as

_ L
V2

Applying the CX gate, we find the state of the two qubits to be

) (10) + 1)) @10)

1 1
#) = 5 (100) +111)) = —-

_ o O =

This state can no longer be described as a tensor product of single qubit states. When
this is the case we call two qubits entangled.

We can also generalize the CX gate to a generic controlled gate CU, described by a
2x2 Matrix:

10 0 0 X00 0o

cu ’¢> _ 01 0 0 X1 _ o1
0 0 mp mpn a1 moo10 + Mo1&11
0 0 myp mn a1 mypa1o + M11811

Again, we see that the generic gate U is only applied to the target qubit if the control
qubit is in |1). Therefore we could also split this calculation into the "activated" part
and the "not activated" part.

Gates can also have multiple control qubits. A gate only activates if all control qubits
are |1). Let C be the set of control qubits. We first split the amplitudes into two groups,
based on whether the gate will be activated. We then only apply the gate, where it
should be activated and sum up the resulting amplitudes.

U(C) [y) = (Uly),ve € Ci[c] = 1) + (|}, 3c € Cile] = 0)
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2.2. Related Work

Every gate executed on a quantum computer induces error. Current quantum comput-
ers have an error rate of about 0,66 % [15] for every execution of a CX gate. Therefore
a lot of approaches have been proposed how to reduce quantum circuits while still
preserving functionality. They are usually executed by a compiler.

2.2.1. Relaxed Peephole Optimization

Relaxed Peephole Optimization (RPO) [9] traverses through the quantum circuit and
keeps track of the state of a single qubit. A single qubit can only be in one of 6 basis
states. If a gate is applied that would put the qubit in a different state, it is assigned T
(unknown). Then the single-qubit state is used to find specific patterns in the circuit
that can be simplified or removed.

2.2.2. AQCEL

AQCEL (Advancin Quantum Circuits by ICEPP and LBNL) [8] determines the state
of a qubit using a quantum computer. The circuit is run up to a specific point and
then measured. After a number of runs, the likelihood of each result is determined.
If a result is very unlikely it is omitted. The results are then used to determine if a
controlled gate can be simplified or removed. They show that a certain range of the
threshold for omitting results (in their case ~ 0,15) generates an optimized circuit,
that when run on a quantum computer, produces measurements that are closer to the
(error-free) simulation of the original circuit than the original circuit itself.

2.2.3. QSystem

QSystem [5] is a bitwise simulator for quantum circuits. It uses a hash map to represent
the state of a qubit, where each entry corresponds to a non-zero amplitude. This
means that the size does not exponentially increase with a growing number of qubits,
but rather with the number of basis states needed to describe the system. QSystem
supports not arbitrarily controlled gates, but only CX. They show that for specific
circuits like GHZ (Entangled qubits with two basis states), the hash map structure
vastly outperforms other structures like a vector or a matrix.
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3.1. Open Quantum Assembly Language (QASM)

As our input and output format we use Open QASM [4] (.qasm) files. We use the
Quantum Functionality Representation (QFR) [10] as our parser. It is part of the Munich
Quantum Toolkit (MQT). It currently supports OpenQASM 2.0.

3.2. Circuit Representation

The parsed circuit is stored as a std: :vector of gates. Each gate has a type, target
qubits and control qubits. The supported types are almost all types that are defined in
the standard OpenQASM header file. Gates that are not supported or custom defined
gates consisting of several other gates are flattened. This leaves us with a structure
that we can easily iterate over. Unfortunately deleting in the middle of the vector is in
O(n), where n is the number of elements after the to be deleted one [14]. This makes
changing the vector unfeasible. Therefore we need to copy the gates to a new vector. A
data structure like a linked list would be better for our application as we do not need
random access and deletion would be in constant time, as well as making copying gates
unnecessary.

To obtain the matrix of a gate, we implemented a function that takes the type and
parameters of a gate and returns the corresponding matrix. The generic gate U for
OpenQASM is defined as [4]:

o—i(9+7)/2 cos(6/2) —e—ilp=A)/2 sin(9/2)>

U, ¢,A) = < é0-N/2gin(0/2)  el#+N/2c0s(8/2) (3.1)

Even though all gates could be expressed as a U3 gate, the more simple ones are just
defined as fixed numbers. Similiar to the single-qubit gates, the matrices of the two-
qubit gates are also defined in a function returning a 4x4 matrix. All exact definitions
of the matrices are in tables A.1 and A.2 in the appendix.
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3.3. Data Structure

A qubit state of n entangled qubits is stored in a hash map (std: :unordered_map),
where we only store basis states with non-zero amplitudes.

211 2n—1
lp) = ) cili) = ) qubit[i] |i)
i=0 i=0

Where the key of the hash map is a binary number of arbitrary length (std: : vector<bool>),
and the value is a complex number (std: : complex<double>). Both types are wrapped
in custom classes to support implementation specific methods (e.g. std: :vector<bool>
does not support bit wise logic operations). Using a hash map, our memory usage is
in O(2"), with n being the number of qubits, but is now dependent on the number of
non-zero basis states in the qubit state. If the complexity of the state is too high (too
many possible basis states), we switch the state of the qubit to T (i.e. not known).

To make use of the fact that not all qubits might interact with each other, we split
them into groups of qubits that have interacted and therefore might be entangled. We
store the state of all qubits in an array, where each element holds either T or a pointer
to the hash map of the corresponding entanglement group.

In order to illustrate this concept we evaluate a simple circuit which can be seen in
figure 3.1. Note that measurements also cause qubits to be in the T state.

q[O] b—
ql1]
ql2] <

e

Figure 3.1.: Simple Example for a quantum circuit

We show the resulting state in figure 3.2. Qubits q[0] and q[2] have interacted via
the cx gate and therefore point to the same hash map. No gates were applied to q[1].
It is therefore still in the initial |0) state, which is a hash map with only one entry.

3.4. Propagation

3.4.1. Single-Qubit Gates

To apply a single-qubit gate to a target qubit ¢, we select the column of the matrix based
on what value the target qubit has in that state. i[k] denotes the k th bit of i. We do this
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qreg Hash Maps / T
ql0] 7’2 \%(|00> + [11))
ql1]

0
ql2] 02
qiBl P——> T

Figure 3.2.: State of Data Structure after simple example

with algorithm 1. For each amplitude «;, of a basis state |b) we apply the corresponding
elements of the Matrix M that describes the gate. We thereby calculate the new state to
be:

0
1

=1
myp mi =0 =0 | M11&p |Z> + mo1&p |b[t] = 0> if b[t] =

M]y) = <moo mgl) 2"i:1 2o = 2”271 {moofxb |i) + myoay |b[t] ) if b[t]

Algorithm 1 Apply a single qubit gate with matrix M to a qubit state |o) on qubit
with index ¢
function APPLYSINGLEQUBITGATE(|¢0) , M, t)

m m
( 0 01> Y
my mii

) < & > Initialize new state
for (b,a) € |¢o) do
if b[t] then
[¥) [b] < |) [b] +m11 -
b[t] + 0
[¥) [b] < |) [b] + mo1 - &
else
) [b] < [) [b] + moo - &
b[t] + 1
[¥) [b] = |) [b] +mag -

return |¢)

3.4.2. Combine Qubit States

When multiple qubits interact, they might be entangled. We therefore combine the qubit
states before applying the actual operation that uses both. We do this by calculating the
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tensor product of both states. Qubit states only know the index of a qubit within the
state. Therefore when combining two entanglement groups we need to find the order
of the indices in the new state. This is done in the following steps:

1. Find indices of each entanglement group in the qreg

2. Find order in which the next higher bit of each state should be put in the new bit
string. For example "010" - First index of g, First index of g1, second index of qp.

3. For each combination of basis states in the tensor product find the new bit string,
multiply the amplitudes and add it to the new state

The actual implementation takes a lot of bitwise manipulation, therefore the algorithm
is here only described using the rough steps in which it operates.

3.4.3. Two Qubit Gates

As for a single qubit gate, we can very similarly apply a two qubit gate. The only
difference is that matrix M describing the operator is now a 4x4 matrix. Therefore we
do not use if/else to determine the used matrix entry, but rather find the column by
calculating its index from the bitstring and then going over all rows of the matrix.

Algorithm 2 Apply a two qubit gate with Matrix M to qubit state |¢o) with targets t;
and t,

function ArPLYTWOQUBITGATE(| o), M, t1, t2)
lp) < @ > Initialize new state
for (b,a) € |¢o) do
col < b[H] + b[tz] << 1 > Find column index € [0..3]
for row € [0..3] do
n<>b
n[t1] = row[0]
nlt] = rowl1]
19) In] < [) [1] + Mcol]row] -

return |¢)

3.4.4. Controlled Gates

To apply gates we split the qubit state into two, based on whether the gate is activated
for this pure state (all control qubits are |1)). Depending on whether the gate is a

10
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single-qubit or two-qubit gate the corresponding function is called. The resulting state
where the gate is activated (|{4) is then summed up with the not-activating state

(|¥na)-

Algorithm 3

function APPLYCONTROLLEDGATE(|¢p0) , M, C)
|pa) < (b,a) € |po),Vc e C:b[c] =1
|Yna) < (b,a) € |[Po),Fc € C:b[c] =0
|¢a) < APPLYGATE(|¢4),M, t)
return |IIJA> + ‘l/JNA>

3.4.5. SWAP

The SWAP gate is applied differently depending on whether it is controlled or not. If
it is a controlled gate, we apply the gate as two CX gates and one CCX gate. If it is
not controlled, we do a "hard" swap. The information we have about one qubit is just
exchanged with the information about the other. This way even if one of the qubits is in
T, we can still keep our information about the state of the other. If the two qubits are
in the same entanglement group, we go through all amplitudes and exchange the value
of the two qubits. If they are not in the same entanglement group, we check whether
the "internal" index of the qubit in an entanglement has changed and reorder the bits
in each basis states as necessary.

3.5. Circuit optimization

This is the heart of the algorithm. Here we use the propagated quantum states to check
if gates or control qubits can be removed. For a set of control qubits C, we can find
multiple ways to reduce the complexity of the circuit.

3.5.1. Removable Gates

If a gate is never activated, it can be removed. The condition for this is that there is no
basis state with a non-zero amplitude for which the gate activates. Or for a qubit state
with amplitudes a;, for basis state |b):

V(ap, |b)) € |¢) : Ic € C:blc] =0

11
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3.5.2. Superfluous Control Qubits

When splitting the qubit state in activating and non-activating, control qubits that are
implied by other control qubits do not make a difference. Therefore they can be omitted.
¢s; can be removed if:

V(ap, b)) € lp): N\ ble] = o
ceC\cs

3.5.3. Algorithm

We define a function that takes the current state of all entanglement groups and a set
of controls, and returns whether the gate can be removed and if not, a set of controls
that may be smaller but equivalent.

Removing Gates: First we check if the gate can be removed. That is the case iff. it
can never activate. To check this we check for every control qubit if the term

Y(b,c) € |9, b[c] =0

holds. If that is the case we do not look at the rest of the control qubits and just remove
the gate.

Control qubits that are T: If we do not know in what state the control qubit is, we
have to add the qubit to the returning set of controls.

Control qubits that are |1): If there is a control qubit that is always |1), we can
remove it. This is due to the fact that the gate always activates if it is the only control
qubit, or it is always implied by the other control qubits as x = 1 is equivalent to
just x.

Finding more implications: Now that we have removed all trivial cases, we can
only find implications within an entanglement group. Therefore we group according
to the entanglement groups. We then check for each qubit in this group, if there is a
pure state where this qubit changes the outcome. If not, it can be removed. This is
implemented as shown in algorithm 4. This does not find all implications. If for example
A <= B = C and we check B first, it will be removed, leaving A and C as control
qubits. Checking for all implications would require exponential run time growing with
the number of control qubits. As the benchmark we test the implementation on does
not use gates beyond 2 control qubits, we still find all implications there.

3.6. Threshold

After each change of a qubit state, all amplitudes are checked if they are below a certain
threshold e. We argue that when the circuit would be executed on a real quantum

12
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Algorithm 4

function FINpIMPLICATIONS(C, |¢))
forc; € C do
for (b,a) € |¢) do
if Ac € (C\cs)b[c] Ablcs] =0 then
continue outer loop > ¢s changed the outcome (is not implied)

C+ C\cs > ¢; was always implied - remove

computer these amplitudes would drown in noise and can therefore be omitted. When
dropping amplitudes, the normalization constraint }_I' , |a;|> = 1 always has to be
satisfied. For the old quantum state |¢) with the amplitudes to keep w;, Vi : |a;| > € and
the amplitudes to be removed a<., Vi : |a<.| < ¢, as well as the reduced quantum state
|¢,) with the amplitudes «;,

n n

(1) ] =) lail + Jace? = Z i, |2 = 1) |

i=0 iz0
To keep the reduced state, where all <, were removed normalized, we scale the
remaining amplitudes &; by a factor s

n ) n |“i‘2
1) [ =)l 2= ) S5 =1
i=0

i=0

n n
=) [P =1} |acf?
i=0 i=0
Which brings the reduced state to

gy =) Yy =y %l

iz S iz0 V1= Yo la<el?
If for any reason all amplitudes would be omitted at the same time, the qubit is set
toT.

13



4. Evaluation

All run time results were measured on a laptop with an Intel Core i5-8250U CPU.

4.1. Quantum Circuit Benchmark

In order to evaluate the implementation we use the MQT Bench [12] of the Munich
Quantum Toolkit. The aim of this benchmark is to offer a variety of quantum algorithms
in order to cover a lot of use cases. Further, algorithms are available in a range of sizes
ranging from 2 qubits up to 129.

4.2. Run time

In Figure 4.1, the run times of the 0CAML and the C++ implementation are compared.
We can see that our implementation achieves a significant speedup for this circuit and
parameters. It also shows that the run time does not escalate exponentially when the
number of qubits in the circuit increases.

To generalize this, we compare the percentage of decrease in runtime across all
circuits in the benchmark. The result is shown in figure 4.2. The orange line shows
the median of the speedup. It shows that for Ny, < 4096 is is about 50% faster. The
whiskers show that for some files, this implementation does not work well. The reason
for this as well as the reason that for Ny, = 4096 the median drops down to ~ 15%
needs to be further investigated.

4.3. Reduction of circuits

For most (96%) of the circuits no gates can be removed for Ny, <= 4096, while at
least for most quantum circuits some control qubits can be removed. Removing control
qubits in itself helps to reduce the complexity of the quantum circuit as well as making
other optimizations such as gate cancellation possible that would otherwise be blocked
by the control qubit. The best combination and order to use different tools together
needs further research. Two applications where there are gates removed are shors
algorithm and qwalk-noancilla. For shor’s algorithm with 18 qubits, around 10% of

14
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Figure 4.1.: Runtimes of implementations for the wstate circuit N, = 2048, ¢ = 108

its gates are removed with Ny, = 2048. Across all qwalk-noancilla variants 9% of
the gates are removed on average.

4.3.1. Maximum number of Amplitudes

We see the effect of changing the maximum number of amplitudes Ny, in figure 4.3
and 4.4. The total count summed up over all circuits in the benchmark is shown. We
can see that there is a significant increase of the removed gates as well as the removed
control qubits when the maximum allowed number of amplitudes is > 2°. This is very
interesting as the run time keeps going up with an increasing Ny, which does not
seem like it is worth it. At least for the circuits in the benchmark.

4.3.2. Threshold

In figure 4.5 and 4.6 the influence of the threshold on the total count of removed gates
and control is show. We can see that the number of removed gates changes very little
for a threshold < 102, with the number of removed gates coming to around 900.000.
Only when the thresholds is further lifted, the number of removed gates goes up
dramatically by about 30 times. Experiments on a real quantum computer would be
needed to determine the equality of the results, when compared to the original circuit.

15
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Figure 4.2.: Statistic of speedup by C++ compared to OCAML

If it behaves similar to the threshold when determining the state using a quantum
computer, where they only saw a loss of fidelity for a threshold of > 0.2 [8], this would
mean that the quantum circuits can be drastically reduced.

The number of removed controls stays relatively constant for all values of the thresh-
old. This might be due to the fact that when the threshold becomes big enough to
remove controls, the entire gate is removed and therefore the control not counted in
this statistic.

16
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5. Outlook

5.1. Run time

Handling complex values in the states and the matrices takes up a lot of the time. One
idea to improve that would be to represent complex values as a combination of integer
values, and have a look up table of already used complex numbers, as already used to
create decision diagrams for quantum circuits [16]. Thereby values can be compared
much faster.

Another big potential would be to run entanglement groups on separate threads.
Each thread could work until a different qubit is needed and then wait for the thread
that works on this qubit. Then they join up and one thread continues working on the
now combined group. This would especially work well when there is multiple small
entanglement group rather than one large one.

5.2. Circuit Optimization

When two control qubits imply each other, it is currently not defined which will be
removed. It would be possible to make this decision dependent on neighbouring
gates and which constellation of control qubits enables gate cancellation or other
optimizations. This could also extend to more hardware specific optimizations. E.g.
focusing on removing not physically neighbouring qubits to reduce later needed SWAP
gates when the quantum circuit is mapped to the physical quantum computer.

Choosing a threshold ¢ that works best for a given physical quantum computer and
circuit is probably dependent on many variables, such as the error rate of the quantum
computer or the size of the circuit.
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6. Conclusions

We proposed an algorithm that finds superfluous control qubits and gates in polynomial
time on a classical computer. We showed that this version of the algorithm in C++ has a
significant run time improvement compared to 0CAML. While it does not remove gates
in most quantum circuits it does find superfluous control qubits, opening the door
for other optimizations. This, as well as the influence of the parameters Ny, and ¢
on different quantum circuits are topics that can be further explored. Especially with
respect to hardware specific influences.
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A. Appendix

A.1. Single-Qubit Gates Matrix Representation

Type Matrix Type Matrix
U3(6, ¢, ) o, ¢, \) I (é ?)
01
Uz(¢,\) U(m/2,¢,A) X <1 O>
UL(A) u(0,0,A) Y ((l) _Ol>
0
z (0 %) P(g) ()
U(m/2) St Uu(—m/2
1 O
.[..
T (o 1) T )
0,5+0,5: 0,5—-0,5i + + 0,5—-0,5: 0,5+0,5i
V,5X <0,5—0,5i 0,5+0,5i> Vi, sX (O,5+O,5i 0,5—0,5i>
RX(0) ue,—m/2,m/2) RY(¢) U(¢,0,0)
RZ(A) U(A)

Table A.1.: Matrix Definitions for single-qubit gates

A2

Two-Qubit Gates Matrix Representation
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A. Appendix

1 000
iSWAP 8 ? (l) 8
0 0 01
0 1 0 i
10 =0
ECR vzl o i 0 1
—i 0 1 0
1 000
0 0 01
DCX 0100
0010
cos(¢/2) 0 0 —isin(¢/2)
0 cos(¢/2) —isin(¢/2) 0
RXX(¢) 0 —isin(¢/2)  cos(¢/2) 0
—isin(¢/2) 0 0 cos(¢/2)
cos(¢/2) 0 0 isin(¢/2)
0 cos(¢/2)  —isin(¢/2) 0
RYY(¢) 0 —isin(¢/2)  cos(¢/2) 0
isin(¢/2) 0 0 cos(¢/2)
cos(¢/2) 0 —isin(¢/2) 0
0 cos(¢/2) 0 isin(¢/2)
RZX(¢) —isin(¢/2) 0 cos(¢/2) 0
0 isin(¢/2) 0 cos(¢/2)
exp(—¢/2) 0 0 0
0 exp(¢/2) 0 0
RZZ(¢) 0 0 exp(¢/2) 0
0 0 0 exp(—¢/2)
1 0 0 0
0  cos(0/2) —isin(6/2)e”"P 0
XXplusYY (6, ) 0 —isin(6/2)ef  cos(6/2) 0
0 0 0 1
cos(6/2) 0 0 —isin(/2)e?
XXminusYY (6, B) 8 1 8 8
—isin(8/2)e ® 0 0  cos(6/2)

Table A.2.: Matrix Definitions for two-qubit gates
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