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Master Thesis

Predictive process monitoring (PPM) is a relatively young research field within the more established field of process mining. It concerns 
making predictions about business processes. Prediction encompasses both classification (categorical outcome, next event, ...) and 
regression (remaining time, cost, ...) problems. Machine learning techniques have been applied since the early days, with neural networks 
making their first entry in 2017. Since then, several papers using deep learning were published (overviews: [1], [2]).

Recently, large language models (LLM) were introduced into the field of process mining (e.g., [3]), but so far have not been used for PPM. 

The objective of this thesis is to apply LLMs to PPM. The work will involve experiments involving prompt engineering and Retrieval 
Augmented Generation (RAG, vector databases). For benchmarking purposes, the PPM literature will have to be reviewed and/or neural 
networks deployed. Successful work could be submitted to a conference or journal.

Contact
Every thesis starts with an exposé, where you shape the topic towards your interest (in consultation with us). If you’re interested, please
contact us as outlined at https://www.cs.cit.tum.de/en/isdo/teaching/theses/.
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