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Breaking the Silence: Investigating Which Types of
Moderation Reduce Negative Effects of Sexist Social Media
Content
JULIA SASSE∗, Ansbach University of Applied Sciences, Germany
JENS GROSSKLAGS, Technical University of Munich, Germany

Sexist content is widespread on social media and can reduce women’s psychological well-being and their
willingness to participate in online discourse, making it a societal issue. To counter these effects, social media
platforms employ moderators. To date, little is known about the effectiveness of different forms of moderation
in creating a safe space and their acceptance, in particular from the perspective of women as members of the
targeted group and users in general (rather than perpetrators). In this research, we propose that some common
forms of moderation can be systematized along two facets of visibility, namely visibility of sexist content
and of counterspeech. In an online experiment (𝑁 = 839), we manipulated these two facets and tested how
they shaped social norms, feelings of safety, and intent to participate, as well as fairness, trustworthiness, and
efficacy evaluations. In line with our predictions, deletion of sexist content – i.e., its invisibility – and (public)
counterspeech – i.e., its visibility – against visible sexist content contributed to creating a safe space. Looking
at the underlying psychological mechanism, we found that these effects were largely driven by changes in
what was perceived normative in the presented context. Interestingly, deletion of sexist content was judged
as less fair than counterspeech against visible sexist content. Our research contributes to a growing body of
literature that highlights the importance of norms in creating safer online environments and provides practical
implications for moderators for selecting actions that can be effective and accepted.
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1 INTRODUCTION
Sexual harassment and sexist insults are frequent in social media, and in most cases, young women
are the target [2, 19, 55]. As a consequence, targeted women may experience stress, anxiety, panic
attacks, or lowered self-esteem [2] and frequently change their online behavior, up to the point of
withdrawing from conversations and turning silent [33]. Reducing the impact of such attacks on
women (as well as other forms of misconduct) is one of the main tasks of platform moderation.
Critically, moderators can execute this task in different ways, and it is thus far under-researched
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which forms of moderation are well accepted and effective in creating a space where women feel
safe and motivated to speak up.

In the here presented research, we investigated the extent to which facets ofmoderation visibility,
namely visibility of initial sexist attacks and visibility of their reprimand, determine the effectiveness
and acceptance of moderation. We did so by considering both the perspective of female social
media users as members of the targeted group as well as of men to obtain a comprehensive
understanding of beneficial and potential adverse effects. Our approach brings social media users to
the foreground and thus complements recent work on moderation that often estimates effectiveness
based on perpetrators’ reactions [e.g., 21, 22, 24, 51] or the degree of automation sophistication
[e.g., 30, 41, 56], thereby providing novel user-based insights for the governance of social media
platforms, for instance for the training of moderators and the design of supporting tools.

1.1 Sexism Online
In general terms, sexism refers to prejudice against or discrimination of a person or a group of
people merely based on their sex or gender by individuals, groups, or institutions [49]. Accordingly,
individuals of all sexes and genders may be subject to sexist treatment; yet, in general, women
experience sexism more often than men [37, 50]. While sexism is at times unambiguous and easy
to detect (e.g., sexual harassment), it may also take more subtle forms (e.g., putting female job
candidates up for unfair competition), and it can be hostile (e.g., sexist insults) or benevolent (e.g.,
overprotection of women) [14, 47]. In its essence, no matter the form, sexism contributes to the
maintenance of gender-based inequality with regard to power and status in society [15].

Since the internet has developed from an information platform into a space for active participation
and social exchange, it has also broadened the scope of how women as a group are disparaged, for
instance, through the use of hate speech, and how individuals are sexually approached, objectified,
or harassed [19]. A 2017 survey by Amnesty International shows that such events are frequent: In
eight countries, from Poland to New Zealand, 23% of women reported that they had experienced
online abuse or harassment [2]. A survey on online sexual harassment and cyberstalking among
young women living in the European Union, commissioned by the European Parliament’s Policy
Department for Citizens’ Rights and Constitutional Affairs, produced similar results [53]. Moreover,
survey data from the United States show a critical trend: Between the years 2017 and 2020, the
percentage of women who reported having experienced sexual harassment online had doubled and
was three times higher than for men [55].

Sexist online behavior has substantial negative implications for individuals and society as a
whole: On the one hand, it negatively impacts self-esteem and mental health, and on the other
hand, it reduces women’s participation in the online discourse, posing obstacles to gender equality
[2, 20, 53, 54]. As targets, women are often not willing to speak up against sexism [43, 48], nor
should it be their responsibility. Against this backdrop, it is pivotal that online platforms take action
against sexist behavior shown by their users.

1.2 Content Moderation
Identifying and regulating sexist behavior – as well as other forms of harmful conduct – falls
within the purview of moderators who may take on the task on a voluntary or professional basis
[26, 45]. On most platforms, moderators can choose from a range of different actions in response to
harmful conduct [23]. According to an interview study by Seering and colleagues [45], moderators
often respond first through verbal warnings, deleting content, and finally by (temporarily) banning
offenders; at times, they also explain to offenders their moderation actions. Noteworthily, while
all platforms provide some guidelines that users shall abide by, regulations and their enforcement
are often fuzzy [38], presumably making it often difficult for moderators to (consistently) judge
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and select appropriate actions, which often constitute opposite choices [23]. Notwithstanding
these difficulties, it is pivotal that moderation takes place since harmful content in an unrestricted
environment leads to more harmful content and thus deteriorates the discourse [29].

Critically, different types of moderation may produce different effects. For instance, Jhaver and
colleagues [21, 22] investigated how offenders responded to content deletion on Reddit. Deletion
was perceived as fairer and associated with fewer future content deletions if combined with an
explanation, suggesting that transparency may facilitate positive effects of moderation, at least
from the perspective of perpetrators; an interpretation that is supported by similar findings by Tyler
and colleagues [51]. Also, targets of sexual harassment appear to have preferences for certain types
of moderation. Im and colleagues [20] conducted a scenario study and found that women preferred
the removal of content in which they were insulted or disrespected; they were also supportive of
labeling harassing content as such and of banning perpetrators. Conversely, revealing the identity
of perpetrators or making them pay reparations were less preferred options. While these findings
do not provide direct insight into the effectiveness of different forms of moderation, the fact that
women are not indifferent to the question of how sexist content is handled suggests that there may
well be differences. Such findings are evidence that it is necessary to carefully and systematically
differentiate different forms of content moderation and to stake out their consequences in order to
create a less hostile environment.
We argue that the concept of visibility serves well to systematize some of the most frequently

used forms of moderation. Visibility may apply to different aspects of moderation; here, we focus
on the visibility of the offense (i.e., sexism) and of its reprimand (i.e., counterspeech). First, in case
of deletion, the offense is no longer visible, while in case of many other forms of moderation (such
as warnings) or inaction, the offense remains visible. Second, moderation may differ in the extent
to which an offense is publicly (and hence visibly) reprimanded. Such reprimand by moderators
constitutes a form of counterspeech which refers to any form of “communication that seeks to
counteract potential harm that is brought about by other speech” [7, p. 2]. From the definition, it is
apparent that counterspeech could be voiced by any target or witness of harmful content [7, 30].
Since we focus our investigation on counterspeech as a form of content moderation, in the present
context, we only consider counterspeech from moderators. A moderator may engage in public
counterspeech but may also choose to do so in a private message to the offender, or not at all.
While private counterspeech reveals a moderator’s judgment and motives to the perpetrator alone,
public counterspeech does so to the wider community. As apparent in the research by Jhaver and
colleagues [21, 22], the two facets of visibility may be combined in various constellations. In the
present research, we tested six constellations of sexism visibility and counterspeech visibility (see
Fig. 1 for an example).

Previous research has looked at other facets of visibility in the context of moderation, in particular,
with regard to the source of moderation [5, 35]. In a realistic social media setting, Bhandari and
colleagues [5] varied the extent to which information about a moderator was visible and found
that this affected subsequent user interventions (i.e., flagging through bystanders) of unmoderated
harassing posts. If information about the source of themoderation (i.e., another user or an automated
system) was visible, fewer user-based interventions occurred than when the source of moderation
was unknown. While this research investigated a different facet of visibility, it supports the notion
that visibility may be a critical factor for the effectiveness of moderation.

We expect that sexism and counterspeech visibility may be critical for determining the effective-
ness of different forms of moderation with regard to social media users in general and in particular
for members of the targeted group. This is because visible expressions of attitudes and opinions
may serve as normative signals to others since they provide an indication of which views and
actions are prevalent and tolerated in a given environment [9]. Against this theoretical backdrop,
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we predicted that different constellations of visibility lead to different normative signals and shape
the extent to which in particular female users feel safe.

1.3 The Role of Social Norms
Social norms are derived from how individuals behave or how they are expected to behave in a
given environment. These two types of norms are referred to as descriptive (i.e., describing actual
behavior) and injunctive (i.e., stating what is approved or disapproved behavior) [9]. They contribute
to the regulation of social life and help individuals navigate interactions and coordinate actions,
especially in unknown environments or in contexts in which belonging (or “fitting in”) is considered
important [10, 17]. That norms are powerful in shaping behavior has been demonstrated in various
offline contexts [8, 10, 25]. However, it has been suggested that their effects may be particularly
pronounced in online contexts since (quasi) anonymity and the absence of individuating markers
may lead to depersonalization, a shift from individual-focused processes to social processes [46].
Social norms may be established and spread swiftly among individuals, which may intensify

unwanted, harmful, or anti-social behavior [e.g., 25], but which may also be harvested for ben-
eficial and prosocial developments. For instance, Paluck and colleagues [36] demonstrated that
training a small subset of students to speak up against conflicts improved the social climate across
their entire schools. Especially trained students who were highly connected (and thus influential
among their peers) changed conflict norms effectively. Similarly, in the online context, Seering and
colleagues observed that influential individuals, namely moderators, shaped norms particularly
well, underlining their special role in fostering desirable behavior [44]. Moreover, Bhandari and
colleagues [5] showed that the visibility of moderation source information shaped the extent to
which helping harassed users was seen as normative.

Returning to our systematization of forms of moderation according to facets of visibility, we
expect that visibility of the offense should affect both perceptions of descriptive norms and injunctive
norms, whereas visibility of counterspeech should primarily affect perceptions of injunctive norms.
That is, if sexist content is visible, it should be seen as more prevalent and accepted than when it is
deleted. If moderators, however, take a stance against visible sexist content, this should communicate
that sexism is disapproved of.

Evidence that moderation can serve as a normative signal stems from work by Álvarez-Benjumea
and Winter [1]. Using an online forum, the authors tested whether censoring of and counterspeech
against hate speech would reduce the occurrence of subsequent hateful comments, assuming that
the two interventions would shape descriptive and injunctive norms, respectively. The researchers
found that especially moderate censoring reduced subsequent occurrence of hate speech. These
results are promising since they suggest that deletion can indeed serve as a normative signal
and influence future behavior; yet, it is important to note that the researchers were interested
in (potential) offenders and the production of harmful content (i.e., hate speech). Still, it appears
highly plausible that deletion would also constitute a normative signal for users in general. Hence,
we predicted with regard to descriptive norms:

H1: Deletion of sexist content (compared to visible sexist content) reduces the perception of sexism
as prevalent.

While Álvarez-Benjumea and Winter assumed that injunctive norms should be determined by
counterspeech alone, we argue that both deletion and counterspeech may shape perceptions of
injunctive norms if users know that deletion has occurred. In this case, the disapproval of sexist
content can be inferred from deletion. If sexist content, however, remains visible, counterspeech may
convey the injunctive norm that sexist content is not tolerated. Interestingly, Álvarez-Benjumea
and Winter did not find that counterspeech served as an injunctive normative signal to reduce
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hate speech [1]. Potentially, counterspeech is indeed less effective with regard to offenders, but it
might well be effective in signaling to users in general that sexist content will be addressed and
that moderators will step in for the members of their community. Consequently, we predicted an
interaction effect between deletion and counterspeech on injunctive norm perceptions:

H2: Deletion of sexist content (compared to visible sexist content) reduces the perception that sexism
is accepted. If sexist content remains visible, counterspeech reduces its perceived acceptance.

With regard to counterspeech, we moreover explored whether it reduces perceived acceptance
of visible sexist content more strongly if it is public rather than private.

1.4 Feelings of Safety and Intent to Participate
To comprehensively assess what makes a specific form of content moderation effective, we argue
that not only effects on offenders need to be considered [e.g., 1, 21, 22, 31, 32] but also on the
larger community and in particular on individual targets or members of a targeted group, in our
case, women (see [45] for a similar claim). For instance, while transparency of moderator decisions
was key in the studies by Jhaver and colleagues for achieving acceptance and behavioral change
in offenders, Cook and colleagues did not find that higher levels of transparency of user-driven
moderation, in contrast to commercial moderation, affected general perceptions of toxicity [11].
Conversely, Miškolci and colleagues [31] found little evidence that counterspeech reduced anti-
Roma sentiment on Facebook, yet it may have had bolstering effects for Roma. In other words,
what is effective in reducing offenses may not necessarily be what is effective in reducing the
socio-psychological toll on targeted groups. But since they are the ones who suffer psychological
and societal consequences of offenses, we consider it pivotal to determine effectiveness also from
their perspective.
In the present research, we define positive effects of interventions as increases in perceived

safety and intentions to actively participate in an online community, which we conceptualize as
the psychological and behavioral complements of the psychological harm affecting women and
silencing them online. With perceived safety, we refer to the extent to which individuals see
themselves as protected from harm in a given environment. Thus, perceived safety is the result of
an evaluative cognitive process of environmental characteristics, and it may diverge from actual
(or objective evaluations of) safety within the environment [6]. Distinct from this psychological
response, intentions for participation refer to active contributions to an environment, in the context
of social media especially through postings and conversing with other users. They thus constitute
behavioral reactions that should reflect the extent to which individuals feel comfortable expressing
themselves in a given environment.
We expected that both perceived safety and intentions for active participation are influenced

by the visibility of sexism and the visibility of counterspeech in similar ways. In particular, we
predicted interaction effects of both facets of visibility:

H3: If sexist content is deleted (compared to visible), feelings of safety are higher. The adverse effect
of visible sexist content is buffered by counterspeech, meaning that counterspeech (compared to no
counterspeech) increases perceived safety.

H4: If sexist content is deleted (compared to visible), intentions for active participation are higher.
The adverse effect of visible sexist content is buffered by counterspeech, meaning that counterspeech
(compared to no counterspeech) increases intentions for active participation.

Put differently, we predicted that both deletion of and counterspeech against visible sexist content
would increase perceived safety and intentions for active participation. In addition, we explored
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whether the effect of counterspeech is stronger if it consists of public reprimand rather than of a
reference to a private message.

In principle, all individuals should benefit from the moderation of harmful content since modera-
tion is intended to protect general rules of respect and fairness. At the same time, it seems plausible
that women and men might respond somewhat differently. If sexist content is aimed at women and
has the power to silence them, then they may also benefit more from its moderation, while both
the sexist content and its moderation should be less impactful for men. As such, we expected that:

H3a: The predicted effects of visibility of sexism and of counterspeech on feelings of safety are more
pronounced for women than for men.

H4a: The predicted effects of visibility of sexism and of counterspeech on intent to actively participate
are more pronounced for women than for men.

Note that we predicted differentiated effects for men and women only with regard to feelings
of safety and intent to participate, but not for norm perceptions. This is because we assumed
that norm perceptions should rely more directly on the contextual information received (i.e., our
manipulations) and thus should be comparable for all users, while the psychological and behavioral
downstream consequences of the context configuration should also take into account the extent to
which the own group (i.e., women or men) is impacted.

1.5 Moderation Evaluation
While the main focus of our research project was to investigate how the two facets of visibility
determine the effectiveness of content moderation, we also considered it important to assess how
the different forms of content moderation are evaluated. This approach is similar to that of Ozanne
and colleagues [35][34], who investigated the effects of visibility of moderation source on both
behavioral intentions and evaluations of accountability, trust, fairness, and objectivity. Considering
such evaluations might be critical because perhaps what is effective may not be what social media
users approve of or vice versa. For instance, while deletion may be effective in restoring feelings of
safety, it may be seen as an illegitimate constraint on the freedom of speech. Such considerations
resonate with the concept of procedural justice, which, in its essence, is concerned with the question
of how a decision is made rather than which decision is made. High levels of procedural justice
can increase the perceived legitimacy of an authority and the adherence to the rules it aims to
uphold [52]. Recently, procedural justice has been introduced to the investigation of social media
moderation and governance, with a focus on perpetrators [24, 51]. Critically, results suggest that
perpetrators are less likely to violate norms in the future if they perceive rules and their application
as just [24, 51]. If not only perpetrators but social media users in general care about procedural
justice, we would expect that our participants judge those forms of moderation as particularly fair
that provide them with information about the reasons for interventions, i.e., in particular public
counterspeech. At the same time, it could be that general social media users care less about the
means and more about the ends. In this case, in particular effective moderation efforts should be
seen as fair.
To gain a better understanding of how participants evaluate the different forms of content

moderation, we asked them to what extent they considered the moderation to be effective, fair,
and trustworthy. With perceived efficacy, we refer to the potential of a form of moderation to
prevent future occurrences of inappropriate content. With perceived fairness, we address the
extent to which the moderation procedure and decision are seen as just and transparent. Perceived
trustworthiness refers to the extent to which the moderators can be confidently tasked with the
handling of inappropriate content. These parameters are loosely based on characteristics central to
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the evaluation of procedural justice and legitimacy perceptions of governments and institutions
[27, 52] and allow us to explore whether the two facets of visibility differentially shape justice-related
evaluations.

1.6 Research Overview
To test our hypotheses, we conducted an experiment in which we asked participants to imagine
joining a Facebook group. This group was supposed to be dedicated to connecting residents of their
hometown, a purpose a vast number of existing Facebook groups serve and a type of group that is
usually large, with both male and female members. We then presented participants with three mock
posts and their associated replies from this group; two of these posts were written by female group
members and were accompanied by sexist replies. We then assigned our participants randomly to
one of six experimental conditions. In response to the sexist replies, each participant saw one of
six forms of moderation, resulting from manipulating the two facets of visibility: With regard to
visibility of sexism, we varied whether the moderator had deleted the sexist replies or not (deletion
manipulation) and with regard to visibility of counterspeech, we varied whether the moderator
had addressed the sexist replies publicly, privately, or not at all (counterspeech manipulation). In
case of deletion as well as private counterspeech, participants were informed of the moderator’s
action without receiving specific information (i.e., what had been deleted or what had been said to
the perpetrator).

Prior to data collection, we preregistered our hypotheses and analysis plan as well as all materials
on the Open Science Framework (https://osf.io/fduy4). Note that we present the hypotheses here
with reversed phrasing to facilitate readability; the content of the hypotheses here and in the
preregistration is identical. We also uploaded our dataset and analysis script to OSF. Preregistrations
are nowadays an encouraged practice in empirical research as they ensure rigorous planning
of research projects and a clear differentiation between confirmatory and exploratory research
questions and analyses, thereby increasing the transparency, reliability, and reproducibility of the
research process and its results [28].

2 METHOD
2.1 Sample and Design
We recruited a German-speaking sample via the online platform Prolific. We planned to collect
data from 840 participants, which, according to a sensitivity analysis run in G*Power [13], would
allow us to detect relatively small effects (𝑓 = .12) with a power of .90 for interactions and main
effects. In total, 841 participants completed the study. Of those, two failed the attention check (see
below), and one participant requested the deletion of their data at the end of the study. Our final
sample thus consisted of 839 participants, of which 412 identified as women, 413 as men, and 14 as
other. Since we used gender as a factor in our main analyses and the category other was heavily
underrepresented, we excluded it from the analyses reported here. (However, note that we also ran
the central (preregistered) analyses without the factor gender on the full sample and report the
results in the supplementary materials.) As such, the analyses reported here are based on a sample
of 825 participants. They were on average 31.04 years old (𝑆𝐷 = 10.56), spoke German as their
native language or fluently, and the majority worked (57.79%) or studied (33.58%). Most participants
reported using social media several times a day (55.88%) or at least daily (33.33%). We re-ran our
sensitivity analysis in G*Power [13] to determine how the slightly smaller final sample size would
affect the minimum size of detectable effects; changes were negligible (𝑓 = .124).
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We used a 2 (deletion of sexist content: no vs. yes) × 3 (counterspeech against sexist content: no vs.
private vs. public) × 2 (gender: female vs. male) between-subjects design and assigned participants
randomly to conditions of the first two independent variables.

The median completion time of the study was 14 minutes, and participants received 2.25 GBP as
compensation.

2.2 Procedure and Materials
After giving informed consent, participants provided socio-demographic information and responded
to several scales measuring different dispositions (see the log file on OSF for further details). Next,
participants were asked to imagine that they were joining a Facebook group for residents of their
city, intended for any questions, requests, or offers related to the city. Participants then saw three
mock Facebook posts from members of this group, each accompanied by several comments from
other group members.
The first post was written by a female student searching for a room in a shared flat. The post

detailed her search criteria and was accompanied by a portrait photo of a young woman, the alleged
author of the post. Below, a male group member had posted an insinuating chat-up line, an example
of unsolicited and inappropriate sexual advances.
The second post was written by a male group member, advertising hand-made furniture and

served as a filler post.
The third and last post was written by a mother looking for a nanny for her baby since she

was about to return to work. This post was accompanied by a sexist comment from a male group
member, questioning why the mother does not stay at home herself and called her uncaring, a case
of gender-based insult reflecting traditional gender roles.

Thus, two of the posts were accompanied by sexist comments. Depending on deletion condition,
these comments were either visible or deleted; in the latter case, participants read “This message has
been deleted by the moderation team”. Moreover, the sexist comments were in some cases annotated
by the moderation team, depending on counterspeech conditions. In the private counterspeech
condition, the annotation stated that the author had been contacted in private. In the public
counterspeech condition, the author was addressed by name, explaining that the comment was
degrading and not in line with the rules of the group. The author was then urged to familiarize
himself with the rules and to adhere to them. Both annotations were made by a person called Alex,
a name used for both women and men in German, and presented with the name affix “moderation
team” so that their status was clearly communicated.

After having seen the posts, we probed participants for comprehension. We presented five state-
ments related to the posts, and participants were asked to state whether they were true or false. If
participants responded correctly, they progressed to answer dependent measures and manipulation
checks. If participants responded incorrectly to any statement, the posts were presented again, and
participants were urged to read them carefully. Research by Oppenheimer and colleagues [34] has
shown that repeating comprehension checks for inattentive participants increases their subsequent
performance, making the quality of their data comparable to that of attentive participants.
At the end of the study, participants received additional information about the purpose of the

study, were thanked for their participation, and redirected to Prolific to receive their compensation.

2.3 Measures
If not stated otherwise, participants answered on rating scales ranging from 0 (does not apply at
all) to 5 (fully applies). Apart from the measures reported here, we assessed several measures for
further exploratory purposes (see the log file on OSF for details).
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Fig. 1. Example Facebook post to illustrate the implementation of the deletion and counterspeech manipula-
tions (English translation). On top, the post of a group member is displayed; the table below shows the sexist
reply and – depending on condition – the different reactions of the moderation team.
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2.3.1 Checks. Attention checks. To check whether participants were working attentively, we em-
bedded attention checks in the ambivalent sexism inventory and the feminist identification scale.
These checks instructed participants to respond by selecting “4” on the rating scale. If participants
answered incorrectly, they were subsequently notified of their mistake and prompted to remain
focused. We preregistered that the data of those participants who answered both attention checks
incorrectly would be excluded, which was the case for only two participants.
Comprehension checks. After participants read the three mock Facebook posts, we assessed

comprehension with five items for which participants had to state whether they were true or
false. Three items referred to the content of posts (e.g., “In one post, someone searched for a
nanny”), while two items tested whether participants had attended to information central to the
manipulations (“It was mentioned that some comments had been deleted”, “One can tell whether
someone is a member of the moderation team from their name”). Whether these items had to be
marked as true or false depended on condition. Answering any items incorrectly prompted the
repetition of the mock Facebook posts.

Manipulation checks. We used two items each to estimate whether we had successfully manipu-
lated the visibility of sexism (e.g., “Some comments that I have read were disrespectful towards
women”, 𝑟 = .97, 𝑝 < .001) and visibility of counterspeech, which referred to the public counterspeech
condition in particular (e.g., “The moderation team justifies their decisions publicly”; 𝑟 = .90, 𝑝 <
.001).

2.3.2 Dependent Variables. Norms. We assessed perceived group norms regarding sexism with six
items. Three items measured descriptive norms (e.g., “Inappropriate comments towards women
seem to be frequent”; Cronbach’s 𝛼 = .75), and three items measured injunctive norms (e.g., “Sexist
comments are condoned as part of the discourse”; 𝛼 = .85).

Perceived safety and intent to participate. With regard to participants’ (imagined) membership in
the group, we assessed the extent to which they felt safe in the group (e.g., “I have the impression
that I can share my opinion and requests in the group without hesitation”; 𝛼 = .84) and motivated
to actively use the group (e.g., “I will participate in conversations in the group”; 𝛼 = .88).

Moderation evaluation. For exploration, we assessed how participants evaluated the moderation.
Three items each assessed perceived efficacy (e.g., “Moderators are efficiently tackling inappropriate
comments”; 𝛼 = .76), perceived fairness (e.g., “The moderators are just in their decisions”; 𝛼 =
.87), and trust (“I trust the moderation procedure”; 𝛼 = .92). Further, three items were supposed to
measure perceived legitimacy (“e.g., “Moderators do their job justice”) but since they did not reach
acceptable reliability (𝛼 = .43), we decided to not compute the intended scale.

2.4 Analysis Plan
We tested our hypotheses, checked themanipulations, and explored effects onmoderation evaluation
by means of Analysis of Variance (ANOVAs). In all analyses, we used deletion, counterspeech, and
gender as independent variables. In case of interaction effects, we computed simple main effects
and pairwise comparisons to which we applied Bonferroni corrections for multiple comparisons.

To explore simple associations between our measures, we first computed bivariate correlations.
In addition, to gain a more comprehensive understanding of the interplay between our two facets
of visibility, norm perceptions, and perceived safety and motivation to participate, we conducted
mediation analyses [3, 39, 40]. The purpose of mediation analyses is to shed light on psychological
mechanisms that underlie observed effects. Their general idea is that the effect of an independent
variable on the dependent variable is not direct but mediated by a third variable (the mediator)
and thus indirect. Put differently, an effect is mediated if an independent variable has an effect
on the mediator, and the mediator, in turn, has an effect on the dependent variable. In our case,
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perceptions of descriptive and injunctive norms were considered as mediators that should drive
the effects of sexism visibility and counterspeech visibility on feelings of safety and motivation
to participate. We conducted the mediation analyses using the SPSS PROCESS macro, which uses
regression analyses to estimate direct and indirect effects.

3 RESULTS
3.1 Manipulation Checks
We first tested whether we had successfully manipulated the visibility of sexist content. As expected,
the deletionmanipulation had a large effect on the respective manipulation check, 𝐹 (1,813) = 3781.23,
𝑝 < .001, 𝜂2𝑝 = .82, with higher perceptions of visibility in participants in visible conditions (𝑀 =
4.61, 𝑆𝐷 = 0.78) than in deletion conditions (𝑀 = 0.70, 𝑆𝐷 = 1.04). Surprisingly, we also found some
further significant effects, namely a main effect of gender, 𝐹 (1,813) = 4.69, 𝑝 = .03, 𝜂2𝑝 = .01, and
interaction effects between deletion and gender, 𝐹 (1,813) = 4.85, 𝑝 = .03, 𝜂2𝑝 = .01, counterspeech and
gender, 𝐹 (2,813) = 3.51, 𝑝 = .03, 𝜂2𝑝 = .01, and between deletion, counterspeech, and gender, 𝐹 (2,813)
= 3.12, 𝑝 = .045, 𝜂2𝑝 = .01. Critically, an inspection of these effects did not reveal clear patterns but
rather small differences between single conditions of which none questioned the effectiveness of
the deletion manipulation. Hence, for the sake of brevity, we report follow-up analyses on the
highest-order interaction in the supplementary materials.
Next, we tested whether the manipulation of counterspeech visibility was recognized by the

participants. As expected, we found a main effect of the counterspeech manipulation on the
respective manipulation check, 𝐹 (2,813) = 463.48, 𝑝 < .001, 𝜂2𝑝 = .53. Since the check addressed the
public counterspeech condition, we expected the highest level of agreement from participants in
that condition. Indeed, agreement in the public counterspeech condition (𝑀 = 3.36, 𝑆𝐷 = 1.53) was
higher than in the no counterspeech condition (𝑀 = 0.57, 𝑆𝐷 = 0.93), 𝑡 (547) = 27.31, 𝑝 < .001, 𝑑 =
2.20, and than in the private counterspeech condition (𝑀 = 0.78, 𝑆𝐷 = 1.16), 𝑡 (550) = 25.23, 𝑝 < .001,
𝑑 = 1.90. Also here, we found some further significant effects, namely a main effect of deletion,
𝐹 (1,813) = 31.05, 𝑝 < .001, 𝜂2𝑝 = .04, and significant interactions between counterspeech and deletion,
𝐹 (2,813) = 12.79, 𝑝 < .001, 𝜂2𝑝 = .03, as well as between counterspeech and gender, 𝐹 (2,813) = 3.13, 𝑝
= .04, 𝜂2𝑝 = .01. Please see the supplementary materials for follow-up analyses.

3.2 Norms
For descriptive norms, we found the expected main effect of deletion, 𝐹 (1,813) = 525.24, 𝑝 < .001, 𝜂2𝑝
= .39, showing that participants perceived sexism as less prevalent if it was deleted (𝑀 = 2.06, 𝑆𝐷 =
1.13) compared to visible (𝑀 = 3.37, 𝑆𝐷 = 0.69), as predicted in H1. In addition, the main effect of
gender was significant, 𝐹 (1,813) = 15.25, 𝑝 < .001, 𝜂2𝑝 = .02, showing that women (𝑀 = 2.92, 𝑆𝐷 =
1.12) considered sexism as somewhat more prevalent than men (𝑀 = 2.61, 𝑆𝐷 = 1.20). Lastly, also
the main effect of counterspeech was significant, 𝐹 (2,813) = 14.68, 𝑝 < .001, 𝜂2𝑝 = .04, which was
further qualified by an interaction with deletion, 𝐹 (2,813) = 30.75, 𝑝 < .001, 𝜂2𝑝 = .07 (see Fig. 2 left
panel).
Follow-up simple main effects computed per deletion condition showed that descriptive norm

perceptions did not differ depending on counterspeech in the no deletion condition, 𝐹 (2,813) = 1.82,
𝑝 = .16, 𝜂2𝑝 = .004. In the deletion condition, instead, the effect of counterspeech was significant,
𝐹 (2,813) = 43.48, 𝑝 < .001, 𝜂2𝑝 = .10. Post-hoc comparison showed that sexism was seen as more
prevalent if sexism was deleted yet publicly reprimanded both compared to no counterspeech,
𝑡 (275) = 5.22, 𝑝 < .001, 𝑑 = 0.86, and private counterspeech, 𝑡 (271) = 4.63, 𝑝 < .001, 𝑑 = 0.82. All other
interactions were non-significant, 𝑝𝑠 > .06.
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With regard to perceived injunctive norms, we found main effects of both deletion, 𝐹 (1,813) =
480.08, 𝑝 < .001, 𝜂2𝑝 = .37, and counterspeech, 𝐹 (2,813) = 231.90, 𝑝 < .001, 𝜂2𝑝 = .36. As predicted in
H2, also their interaction was significant, 𝐹 (2,813) = 181.18, 𝑝 < .001, 𝜂2𝑝 = .31. In addition, also the
counterspeech × gender interaction was significant, 𝐹 (2,813) = 3.32, 𝑝 = .04, 𝜂2𝑝 = .01 (see Fig. 2
right panel). An inspection of pairwise comparisons revealed that this is only due to women (𝑀 =
2.43, 𝑆𝐷 = 1,65) seeing sexism as somewhat more accepted than men (𝑀 = 2.12, 𝑆𝐷 = 1.62), if there
is no counterspeech, 𝑡 (271) = 2.17, 𝑝 = .03, 𝑑 = .19. Other than that, the pattern of results regarding
injunctive norms are highly similar for men and women.

Following up on the predicted deletion × counterspeech interaction, simple main effects showed
that counterspeech affected injunctive norm perceptions if sexist comments remained visible,
𝐹 (2,813) = 405.21, 𝑝 < .001, 𝜂2𝑝 = .50, but not if they were deleted, 𝐹 (2,813) = 2.53, 𝑝 = .08, 𝜂2𝑝 = .01.
If visible and not addressed, sexism was perceived as considerably more accepted, compared to
if it was addressed privately, 𝑡 (271) = 15.03, 𝑝 < .001, 𝑑 = 2.25, or publicly, 𝑡 (270) = 20.19, 𝑝 < .001,
𝑑 = 3.34. Perceptions of acceptance also differed between the two forms of counterspeech and
were lower after public counterspeech, compared to private counterspeech, 𝑡 (277) = -5.17, 𝑝 < .001,
𝑑 = -0.56. Thus, in line with H2, sexism was seen as less accepted if it remained visible but was
addressed, especially if addressed publicly.
Taken together, deletion and counterspeech shaped descriptive and injunctive norms

largely in line with our predictions: Deletion of sexist comments led to the perception
that sexism was less prevalent; this effect was dampened if deletion was coupled with a
public reprimand. Conversely, deletion generally communicated that sexist comments
were not tolerated; if sexist comments remained visible, also counterspeech evoked a
sense that sexism is not tolerated, though especially public counterspeech approximated
the effectiveness of deletion in reducing perceived acceptance.

Fig. 2. Effects of deletion and counterspeech on perceived descriptive and injunctive norms. Deletion (espe-
cially if coupled with private or no counterspeech) reduced perceived prevalence of sexist content. Deletion
also reduced perceived acceptance of sexist content; visible sexist content was perceived as less accepted
after private or public counterspeech. Error bars represent 95% confidence intervals.

3.3 Perceived Safety and Intent to Participate
Next, we tested whether deletion and counterspeech would increase feelings of safety, especially
for women. We found main effects of deletion, 𝐹 (1,813) = 90.52, 𝑝 < .001, 𝜂2𝑝 = .10, counterspeech,
𝐹 (2,813) = 13.72, 𝑝 < .001, 𝜂2𝑝 = .03, and gender, 𝐹 (1,813) = 6.16, 𝑝 = .01, 𝜂2𝑝 = .01. Importantly, as
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predicted in H3, the deletion × counterspeech interaction was significant, 𝐹 (2,813) = 12.38, 𝑝 <.001,
𝜂2𝑝 = .03; yet – contrary to H3a – this was not further qualified by gender, 𝐹 (2,813) = 0.45, 𝑝 = .64,
𝜂2𝑝 = .001. Gender did, however, interact with deletion, 𝐹 (1,813) = 12.12, 𝑝 < .001, 𝜂2𝑝 = .02.

We followed up on the interaction effects by computing simple main effects of counterspeech
and gender separately for each deletion condition.

Counterspeech affected feelings of safety in the no deletion condition, 𝐹 (2,813) = 25.72, 𝑝 < .001,
𝜂2𝑝 = .06, but not in the deletion condition, 𝐹 (2,813) = 0.08, 𝑝 = .92, 𝜂2𝑝 < .001 (see Fig. 3, left panel).
Pairwise comparisons in the no deletion condition showed private, 𝑡 (271) = 4.51, 𝑝 < .001, 𝑑 = 0.53,
and public, 𝑡 (270) = 7.10, 𝑝 < .001, 𝑑 = 0.83, counterspeech could increase feelings of safety, compared
to no counterspeech. Feelings of safety also differed between the two types of counterspeech and
were slightly higher if sexist comments were addressed publicly, 𝑡 (277) = 2.63, 𝑝 = .03, 𝑑 = 0.31. Put
differently, if sexism remained visible, participants felt safest if moderators addressed it publicly.
Still, public counterspeech in combination with deletion achieved higher feelings of safety than
public counterspeech with sexism remaining visible, 𝑡 (274) = 2.21, 𝑝 = .03, 𝑑 = 0.26. These effects
are illustrated in Fig. 3.

Fig. 3. Effects of deletion and counterspeech on feelings of safety and motivation to participate. Deletion
increased feelings of safety and intent to participate; if sexist content was visible, especially public counter-
speech increased feelings of safety and intent to participate. Error bars represent 95% confidence intervals.

With regard to gender, only the simple main effect in the no deletion condition was significant,
𝐹 (1,813) = 17.75, 𝑝 < .001, 𝜂2𝑝 = .02 (deletion condition, 𝐹 (1,813) = 0.50, 𝑝 = .48, 𝜂2𝑝 = .001). If sexist
comments remained visible, women felt less safe (𝑀 = 2.08, 𝑆𝐷 = 1.23) than men (𝑀 = 2.55, 𝑆𝐷 =
1.23), in line with the idea that women are silenced by sexist content on social media.

The pattern of results for intent to participate in the online debate was highly similar. We again
found main effects of deletion, 𝐹 (1,813) = 35.62, 𝑝 < .001, 𝜂2𝑝 = .04, and counterspeech, 𝐹 (2,813) = 8.55,
𝑝 < .001, 𝜂2𝑝 = .02 (though not of gender, 𝐹 (1,813) = 0.99, 𝑝 = .34, 𝜂2𝑝 = .001). Critically, supporting
H4, these main effects were qualified by a significant deletion × counterspeech interaction, 𝐹 (2,813)
= 3.99, 𝑝 = .02, 𝜂2𝑝 = .01; yet again – against H4a – this was not further qualified by gender. Instead,
the deletion × gender interaction was again significant, 𝐹 (1,813) = 8.72, 𝑝 = .003, 𝜂2𝑝 = .01.
Computing simple main effects per deletion condition showed that the effect of counterspeech

was only significant in the no deletion condition, 𝐹 (2,813) = 11.85, 𝑝 < .001, 𝜂2𝑝 = .03, but not in the
deletion condition, F(2,813) = 0.56, p = .57, 𝜂2𝑝 = .001 (Fig. 3 right panel). Pairwise comparisons of
counterspeech conditions if sexist comments remained visible revealed that the intent to participate

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 327. Publication date: October 2023.



327:14 Julia Sasse & Jens Grossklags

in the group was higher if sexist comments were addressed privately, 𝑡 (271) = 2.96, 𝑝 = .01, 𝑑 = 0.35,
or publicly, 𝑡 (270) = 4.83, 𝑝 < .001, 𝑑 = 0.55, compared to no counterspeech. Intent did not differ
between private and public counterspeech, 𝑡 (277) = 1.89, 𝑝 = .18, 𝑑 = 0.23. Comparing the effect of
public counterspeech between deletion conditions showed that it fared comparably well in both
conditions, 𝑡 (274) = 1.81, 𝑝 = .07, 𝑑 = 0.22. Private counterspeech, instead, motivated participation
more if sexist comments were deleted rather than visible, 𝑡 (274) = 2.86, 𝑝 = .004, 𝑑 = 0.34.
The deletion × gender interaction revealed an interesting pattern of results: Motivation to

participate in the group did not differ if sexism remained visible, 𝐹 (1,813) = 1.99, 𝑝 = .16, 𝜂2𝑝 = .002,
but when it was deleted, men’s motivation to participate was lower (𝑀 = 2.52, 𝑆𝐷 = 1.17) than
women’s (𝑀 = 2.86, 𝑆𝐷 = 1.20), 𝐹 (1,813) = 7.66, 𝑝 = .01, 𝜂2𝑝 = .01.

Thus, taken together, deletion – irrespective of counterspeech – increased feelings of
safety and the motivation to actively use the Facebook group. If sexism remained visible,
then public reprimand of sexist comments, in particular, showed to be effective.

3.3.1 Mediation Analyses. Do counterspeech and deletion exert their effects on feelings of safety
and intent to actively use the Facebook group by altering social norms? To test this, we first explored
bivariate correlations (Table 1). In line with our theoretical reasoning, we found that both feelings
of safety and intent to participate were lower the more sexist behavior was seen as prevalent and
as accepted.

1 2 3 4 5 6
1 Descriptive Norms –
2 Injunctive Norms .40** –
3 Perceived Safety -.38** -.40** –
4 Intent to Participate -.20** -.25** .75** –
5 Efficacy -.43** -.68** .46** .30** –
6 Fairness .08* -.49** .30** .23** .49** –
7 Trustworthiness -.15** -.65** .43** .32** .71** .80**
* 𝑝 < .05, ** 𝑝 < .01
Table 1. Bivariate correlations between central and exploratory measures.

Next, bringing all components together, we computed two mediation models using the SPSS
PROCESS macro. In each model, we used counterspeech (dummy-coded, D1: no counterspeech vs.
private counterspeech; D2: no counterspeech vs. public counterspeech, with no counterspeech
being coded 0) and deletion as predictors, and descriptive norms and injunctive norms as parallel
mediators. Note that since we did not find evidence for the expected differentiation of the deletion
× counterspeech interactions on safety and intent depending on gender, we did not consider gender
in these analyses. In the first model, we input feelings of safety as the outcome and in the second
intent to participate. We used Process Model 8 in which interaction effects of the predictors on both
the mediators and the outcome are considered. In case of significant interactions, the counterspeech
effects were estimated separately for the deletion and no deletion condition. (Note that in Process,
deletion is thus, in fact, defined as a moderator. For simplicity, we stick to the term predictor.) The
mediation model for perceived safety is depicted in Fig. 4 and the model for intent to participate in
Fig. 5.
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Fig. 4. Mediation Analysis 1 – predicting perceived safety from deletion and counterspeech, mediated by
descriptive and injunctive norms. Solid black lines depict significant paths, grey lines non-significant paths.
Dotted lines depict significant interaction effects. Estimates are non-standardized, with total effects in
brackets.

Fig. 5. Mediation Analysis 2 – predicting intent to participate from deletion and counterspeech, mediated
by descriptive and injunctive norms. Solid black lines depict significant paths, grey lines non-significant
paths. Dotted lines depict significant interaction effects. Estimates are non-standardized, with total effects in
brackets.
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The mediation analyses provided a rather consistent pattern of indirect effects for both feelings
of safety and intent to participate (Table 2). Deletion affected feelings of safety through changes
in descriptive norms and injunctive norms. The effect of deletion on intent to participate, instead,
was only mediated through descriptive norms (see rows 1 and 2 of Table 2). The effects of private
as well as public counterspeech on perceived safety were mediated through changes in injunctive
norms and – interestingly – in the case of public counterspeech also through descriptive norms.
With regard to intent to participate, the effect of private counterspeech was mediated through
injunctive norms and of public counterspeech through descriptive norms (rows 3 to 6 of Table 2).

As depicted in Fig. 4 and Fig. 5, the effects of counterspeech on descriptive and injunctive norms
were qualified by deletion. Thus, we also looked at the conditional indirect effects of counterspeech
separately for each deletion condition. This revealed that in particular the effect of counterspeech
against visible sexist comments on safety was mediated through norms (rows 7 to 10 of Table 2).

In sum, this suggests that social norms seem to be an important mechanism underlying
the effects of deletion and counterspeech on feelings of safety and intent to participate.
Both may affect feelings of safety and intent to participate by lowering the perceived
prevalence and acceptance of sexist content. Effects of counterspeech were in particular
driven by changes in norm perceptions if sexist content remained visible.

Safety Intent to Participate
Effect SE 95% CI Effect SE 95% CI

Deletion→ descriptive norms .54 .09 .37, .73 .23 .09 .03, .42
Deletion→ injunctive norms .56 .13 .28, .85 .29 .15 -.003, .59
Private→ descriptive norms .03 .03 -.02, .08 .01 .01 -.01, .05
Private→ injunctive norms .43 .10 .21, .66 .23 .12 .002, .46
Public→ descriptive norms .06 .03 .01, .12 .03 .02 .003, .07
Public→ injunctive norms .54 .13 .27, .88 .28 .14 -.001, .58
Conditional indirect effects:
Deletion no
Private→ descriptive norms .03 .03 -.02, .08 .01 .01 -.01, .04
Private→ injunctive norms .43 .11 .22, .65 .23 .12 -.005, .46
Public→ descriptive norms .06 .03 .01, .12 .03 .02 .001, .06
Public→ injunctive norms .54 .14 .28, .81 .28 .15 -.01, .57
Conditional indirect effects:
Deletion yes
Private→ descriptive norms -.02 .04 -.10, .06 -.01 .02 -.05, .03
Private→ injunctive norms .01 .02 -.03, .04 .004 .01 -.02, .03
Public→ descriptive norms -.26 .06 -.38, -.16 -.11 .05 -.21, -.02
Public→ injunctive norms .04 .02 .01, .09 .02 .02 -.001, .06

Table 2. Indirect effects (bootstrapped, 5000 samples) of deletion and counterspeech on safety and motivation
via descriptive and injunctive norms. Significant paths are printed in bold.

3.4 Moderation Evaluation
Lastly, we explored the extent to which participants evaluated the different forms of moderation as
effective, trustworthy, and fair.
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3.4.1 Efficacy. We found significant main effects of deletion, 𝐹 (1,813) = 405.92, 𝑝 < .001, 𝜂2𝑝 = .33,
counterspeech, 𝐹 (2,813) = 73.46, 𝑝 < .001, 𝜂2𝑝 = .15, and gender, 𝐹 (1,813) = 5.60, 𝑝 = .02, 𝜂2𝑝 =.01, on
efficacy. The significant effect of gender showed that men (𝑀 = 2.97, 𝑆𝐷 = 1.30) found all procedures
somewhat more effective than women (𝑀 = 2.74, 𝑆𝐷 = 1.28).

The main effects of deletion and counterspeech were further qualified by a significant interaction,
𝐹 (2,813) = 54.93, 𝑝 < .001, 𝜂2𝑝 = .12. This is visualized in Fig. 6, upper panel. If sexist comments
were deleted, this was seen as rather effective, irrespective of additional counterspeech, 𝐹 (2,813)
= 1.54, 𝑝 = .22, 𝜂2𝑝 = .004. If sexism remained visible, both types of counterspeech were seen as
similarly effective, 𝑡 (277) = 1.41, 𝑝 = .48, 𝑑 = 0.15, and clearly more effective than no counterspeech;
for private counterspeech, 𝑡 (271) = 13.04, 𝑝 < .001, 𝑑 = 1.40, for public counterspeech, 𝑡 (270) = 14.44,
𝑝 < .001, 𝑑 = 1.59. Still, both forms of counterspeech were seen as more effective in combination
with deletion than if sexist comments remained visible, for private counterspeech, 𝑡 (274) = 8.70, 𝑝 <
.001, 𝑑 = 1.01; for public counterspeech, 𝑡 (274) = 6.10, 𝑝 < .001, 𝑑 = 0.74.
Taken together, comparing the different forms of moderation, any form of deletion

– with or without counterspeech – was seen as rather effective. Counterspeech against
visible sexist content was also seen as somewhat effective, yet not to the same extent as
deletion.

3.4.2 Trustworthiness. Regarding trustworthiness, we found significant main effects of deletion,
𝐹 (1,813) = 91.40, 𝑝 < .001, 𝜂2𝑝 = .10, counterspeech, 𝐹 (2,813) = 156.25, 𝑝 < .001, 𝜂2𝑝 = .28, and gender,
𝐹 (1,813) = 5.38, 𝑝 = .02, 𝜂2𝑝 = .01. Also the 2-way interactions between deletion and counterspeech,
𝐹 (2,813) = 87.34, 𝑝 < .001, 𝜂2𝑝 = .18, and deletion and gender, 𝐹 (1,813) = 18.63, 𝑝 < .001, 𝜂2𝑝 = .02, were
significant. Lastly, also the deletion × counterspeech × gender interaction was significant, 𝐹 (2,813)
= 3.55, 𝑝 = .03, 𝜂2𝑝 = .01. The effect is visualized in Fig. 6, middle panel.

To follow up on the 3-way interaction, we looked at the effects of deletion and counterspeech on
perceived trustworthiness for men and women separately.
For women, trust did not differ depending on counterspeech if sexist comments were deleted,

𝐹 (2,813) = 0.55, 𝑝 = .55, 𝜂2𝑝 = .001, but it differed if sexist comments remained visible, 𝐹 (2,813) =
140.80, 𝑝 < .001, 𝜂2𝑝 = .26. Unsurprisingly, this effect was mainly driven by the no counterspeech
condition in which the work of moderators was seen as considerably less trustworthy, compared
to private counterspeech, 𝑡 (143) = 13.59, 𝑝 < .001, 𝑑 = 2.14, and public counterspeech, 𝑡 (138) =
15.48, 𝑝 < .001, 𝑑 = 2.94. Whether (visible) sexist comments were publicly or privately annotated
did not affect perceptions of trustworthiness, 𝑡 (145) = 2.08, 𝑝 = 1.00, 𝑑 = 0.35. Moreover, private
counterspeech led to more trust when it was coupled with deletion, 𝑡 (138) = 2.54, 𝑝 = .01, 𝑑 = 0.43.
Public counterspeech, instead, was equally effective with sexist comments being visible or deleted,
𝑡 (133) = 0.20, 𝑝 = .85, 𝑑 = 0.04.

For men, instead, trust differed depending on counterspeech in both the deletion condition,
𝐹 (2,813) = 8.03, 𝑝 < .001, 𝜂2𝑝 = .02, and no deletion condition, 𝐹 (2,813) = 97.85, 𝑝 < .001, 𝜂2𝑝 = .19.
Also here, if sexist comments remained visible and were not annotated, trust was lower than with
private, 𝑡 (126) = 10.63, 𝑝 < .001, 𝑑 = 1.65, or public counterspeech, 𝑡 (130) = 13.26, 𝑝 < .001, 𝑑 = 2.19.
Public counterspeech also elicited somewhat more trust than private counterspeech, 𝑡 (130) = 2.45, 𝑝
= .045, 𝑑 = 0.43. A similar pattern emerged if sexist comments were deleted. Men’s trust was higher
if the deletion was accompanied by a public counterspeech compared to no counterspeech, 𝑡 (143) =
3.99, 𝑝 < .001, 𝑑 = 0.62. Trust in the private counterspeech condition differed neither from trust in
the public counterspeech condition, 𝑡 (143) = 1.74, 𝑝 = .24, 𝑑 = 0.30, nor in the no counterspeech
condition, 𝑡 (142) = 2.25, 𝑝 = .08, 𝑑 = 0.33. Lastly, if sexist comments were publicly annotated, trust
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was equally high, irrespective of whether the comments were deleted or not, 𝑡 (139) = 1.34, 𝑝 = .18,
𝑑 = 0.24. The same was true for private counterspeech, 𝑡 (134) = 0.53, 𝑝 = .60, 𝑑 = 0.09.

Fig. 6. Effects of deletion and counterspeech on moderation efficacy, trustworthiness, and fairness. Effects
for trustworthiness and fairness are presented separately for female and male participants to account for
respective significant interactions. Error bars represent 95% confidence intervals.
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In sum, despite slight variations in the patterns of results for women and men, all
participants, on average, trusted all forms of moderation to a considerable extent and
substantially more than when the moderator remained inactive in response to sexist
content.

3.4.3 Fairness. For perceptions of fairness, we found main effects of counterspeech, F(2,813) =
211.16, p < .001, 𝜂2𝑝 = .34, and gender, F(1,813) = 5.23, p = .04, 𝜂2𝑝 = .01, significant 2-way interactions
between deletion and counterspeech, F(2,813) = 91.02, p < .001, 𝜂2𝑝 = .18, and deletion and gender,
F(1,813) = 11.68, p < .001, 𝜂2𝑝 = .01, as well as a significant 3-way interaction deletion × counterspeech
× gender, F(2,813) = 5.97, p = .003, 𝜂2𝑝 = .01. The effect is visualized in Fig. 6, lower panel.

Again, we looked at the effects of deletion and counterspeech separately for women and men. For
women, perceived fairness differed with counterspeech both if sexist comments remained visible,
𝐹 (2,813) = 184.96, 𝑝 < .001, 𝜂2𝑝 = .31, or were deleted, 𝐹 (2,813) = 4.45, 𝑝 = .01, 𝜂2𝑝 = .01. If sexist
comments remained visible, fairness perceptions were lowest if they were not annotated, compared
to private counterspeech, 𝑡 (143) = 15.29, 𝑝 < .001, 𝑑 = 2.42; and compared to public counterspeech,
𝑡 (138) = 17.91, 𝑝 < .001, 𝑑 = 3.37. Moreover, public counterspeech was seen as fairer than private
counterspeech, 𝑡 (145) = 2.88, 𝑝 = .01, 𝑑 = 0.54. If sexist comments were deleted, public counterspeech
was seen as fairer than no counterspeech, 𝑡 (130) = 2.77, 𝑝 = .02, 𝑑 = 0.48. Fairness perceptions after
private counterspeech neither differed from no counterspeech, 𝑡 (130) = 0.37, 𝑝 > .99, 𝑑 = 0.06, nor
from public counterspeech, 𝑡 (126) = 2.36, 𝑝 = .06, 𝑑 = 0.38. Interestingly, comparing the effects of
counterspeech between conditions of deletion revealed that both private counterspeech, 𝑡 (138) =
3.82, 𝑝 < .001, 𝑑 = 0.61, and public counterspeech, 𝑡 (133) = 4.08, 𝑝 < .001, 𝑑 = 0.76, were perceived as
fairer in the no deletion condition.
For men, the overall pattern of results was similar, yet, more pronounced: Differences between

conditions of counterspeech were significant in both the no deletion condition, 𝐹 (2,813) = 105.30, 𝑝
< .001, 𝜂2𝑝 = .21, and the deletion condition, 𝐹 (2,813) = 13.50, 𝑝 < .001, 𝜂2𝑝 = .03. If sexist comments
remained visible and were not annotated, fairness perceptions were markedly lower than after
private counterspeech, 𝑡 (126) = -11.32, 𝑝 < .001, 𝑑 = -1.83, and public counterspeech, 𝑡 (130) = 13.61,
𝑝 < .001, 𝑑 = 2.13. Perceived fairness did not differ between public and private counterspeech,
𝑡 (126) = 2.09, 𝑝 = .11, 𝑑 = 0.39. Also, if sexist comments had been deleted, then no counterspeech
was seen as less fair than private counterspeech, 𝑡 (142) = 3.22, 𝑝 = .004, 𝑑 = 0.53, and public
counterspeech, 𝑡 (143) = 5.13, 𝑝 < .001, 𝑑 = 0.87. Again, perceived fairness did not differ between
public and private counterspeech, 𝑡 (143) = 1.91, 𝑝 = .17, 𝑑 = 0.33. Critically, just as for women, both
private counterspeech, 𝑡 (134) = 3.82, 𝑝 < .001, 𝑑 = 0.80, and public counterspeech, 𝑡 (139) = 4.08, 𝑝 <
.001, 𝑑 = 0.93, were perceived as fairer if sexist comments remained visible.
Thus, strikingly, fairness evaluations of both private and public counterspeech were

reduced if they were coupled with deletion (compared to when sexist content remained
visible). This pattern could be observed for both men and women but was particularly
pronounced for men.

4 DISCUSSION
Sexist content is widespread on social media and has been shown to have detrimental psychological
and social effects. In the here presented research, we investigated the effectiveness and acceptance
of several forms of moderation that vary in the extent to which sexist content remains visible and
in the extent to which counterspeech is visible. By considering both effectiveness and acceptance,
we are able to identify alignments and potential tradeoffs that may shape the success of a form
of moderation in the long run. Critically, we determined effectiveness and acceptance from the
perspective of users in general and in particular from the perspective of women as members of the
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targeted group, thereby putting the wider community and targets in the foreground rather than
perpetrators.

4.1 Effectiveness of Different Forms of Moderation
In an online experiment, we presented participants with a (mock) Facebook group in which they
saw sexist replies to postings of female group members. Depending on experimental condition,
a moderator had reacted to these sexist replies in different ways. To manipulate the visibility of
sexism, we varied whether the moderator had deleted the sexist replies or not; to manipulate
visibility of counterspeech, we varied whether the moderator had engaged in public, private, or no
counterspeech. As predicted in H1 and H2, we found that deletion of sexist content (compared to
visible sexist content) reduced the perception that sexism is prevalent (i.e., descriptively normative)
and accepted (i.e., injunctively normative) in the group. If sexist content remained visible, its
perceived acceptance was reduced by counterspeech, especially if it occurred publicly.

Similarly, we found that the deletion of sexist content increased feelings of safety and intent to
actively participate in the group. If sexist content remained visible, in particular public counter-
speech could effectively increase feelings of safety and intent to participate. These results support
H3 and H4. Thus, deletion served as both a descriptive and an injunctive normative signal and
increased feelings of safety and intent to participate, irrespective of whether it was accompanied by
counterspeech or not. In other words, whether the moderator additionally reprimanded the perpe-
trator privately or publicly was of little importance if sexist content had been deleted. Conversely,
if sexist content remained visible, counterspeech – and in particular public counterspeech – served
as an injunctive normative signal and could increase feelings of safety and intent to participate.
These results tie in well with the findings by Im and colleagues [20] on women’s preferences

for moderation. The authors had identified the removal of insulting and disrespecting comments
as women’s preferred form of moderation, followed by labeling these comments as such. Beyond
preference, our findings show that these forms of moderation can also be effective.
Our exploratory mediation analyses allowed us to gain a more comprehensive understanding

of the psychological processes at play. We found that the effects of deletion on feelings of safety
and intent to participate were mediated through perceived descriptive (and injunctive norms, in
the case of safety). If sexist content remained visible, the effect of counterspeech on feelings of
safety and intent to participate was primarily mediated through injunctive norms. This suggests
that deletion and counterspeech can effectively change what is perceived as normative, which,
in turn, shapes psychological and behavioral reactions. These findings are in line with a growing
body of literature showing that norms as set by moderators may be a critical driver of attitudes
and behavior in social media settings [1, 44, 45] and adds to existing work the perspective of the
wider community and targeted groups.

While we had predicted that the interplay of deletion and counterspeech should produce a more
pronounced pattern of results for women than for men, this was not the case. However, we did find
that women felt less safe than men if sexist comments remained visible and, conversely, that women
were more motivated to actively participate in the group than men if sexism was deleted. This
suggests that women might indeed have been impacted more strongly than men by the presence
or absence of deletion (but not of counterspeech). The fact that also men’s feelings of safety and
intent to participate were considerably shaped by deletion and counterspeech suggests that the
moderator’s actions might have served as examples that show how they deal with misconduct in
general (not only against women), thus shaping a general sense of safety.
Our findings suggest that even a few instances of moderation of sexist content can have a

considerable impact on users’ perceived safety and their intent to actively participate in an online
environment. While all forms of moderation fared better than no moderation at all, deletion and
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public counterspeech against visible sexist content were especially effective. This underlines how
impactful actions of moderators can be for the functioning of online communities, not only in
terms of regulating wrongful conduct but also in terms of creating an environment in which users
feel safe to speak up.

4.2 Evaluation of Different Forms of Moderation
Our exploratory analyses of moderation evaluation with regard to efficacy, trustworthiness, and
fairness revealed a differentiated and highly interesting picture. In general, participants considered
moderation most effective if it involved the deletion of sexist content. Its trustworthiness, instead,
was rather high as long as any action was taken, with some small differences between different
forms of moderation. Fairness, on the other hand, was highest for counterspeech against visible
rather than deleted sexist content, especially if counterspeech occurred publicly.
These results, first and foremost, shed an interesting light on deletion: While participants

considered counterspeech against deleted sexist content effective in reducing future occurrences –
and it was effective in increasing safety and intent to participate – they appeared to have questioned
its fairness. Why is this the case? Perhaps for moderation to be considered fair, users do not
only require transparency with regard to the moderator’s motive (which is given in conditions in
which deletion is coupled with counterspeech) but also with regard to the offense. Only if users
themselves can judge the offense, then they can determine whether actions taken by the moderators
are justified and fair or whether – in their view – a perpetrator has been treated wrongfully. Such
an interpretation would offer an interesting extension to the findings by Jhaver and colleagues [22].
While they showed that transparency of the moderator’s motives matters for perpetrators, our
results seem to suggest that also members of the wider community value transparency and not
only with regard to the moderator’s motives but also with regard to the offense. Further research is
needed to substantiate this interpretation and could, for instance, explore whether giving users
the option to make deleted content visible again for their review could boost fairness perceptions.
Such an option could consist of an additional mouse click, similar to the Twitter option1 to make
sensitive media visible. Still, the observation that counterspeech against deleted sexist content is
considered less fair suggests that such moderation could backfire.

4.3 Practical Implications
For social media platforms that intend to improve their moderation practices to create a safer
space for their users, our experiment yields valuable insights. First, deleting sexist comments was
effective in increasing feelings of safety and intentions to participate. This was true irrespective of
whether deletion was accompanied by counterspeech or not, suggesting that a “cheap” form of
moderation in which sexist content is merely deleted is just as effective as more complex forms
of moderation. At the same time, it is critical to note that deletion was seen as less fair than
counterspeech against visible sexist content, suggesting that there may be a possible tradeoff
between effectiveness and fairness. If, in the long run, this tradeoff tilts towards valuing fairness,
this could reduce the effectiveness of deletion.
We would also like to add a cautionary note on the implementation of deletion. In our study,

deletion did not happen covertly, but users were informed whenever it had taken place. This
provided them with both the information that some users share sexist content and that there are
moderators who delete it, which is probably why deletion did not only shape descriptive but also

1See: Twitter’s sensitive media policy at https://help.twitter.com/en/rules-and-policies/media-policy. Retrieved on January
12, 2023.
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injunctive norms. We argue that informing users whenever content has been deleted is important
to avoid the illusion that sexism does not exist in an environment.
If sexist content remained visible, in particular public counterspeech showed to be effective in

increasing feelings of safety and intent to participate. The fact that public counterspeech fared better
than private counterspeech may again be a matter of transparency; only in the public condition
participants learned why and how perpetrators were sanctioned. In other words, it might not
only matter that sexist content was addressed but also how it was addressed. Moreover, public
counterspeech was regarded as particularly fair.
Social media platforms and their moderators need to weigh a range of aspects when deciding

how to deal with sexist content, yet from the perspective of the wider user community, our research
suggests that especially public counterspeech may be both effective in creating a safe space and
regarded as fair. It also stands in less conflict with the right to free speech, compared to deletion,
and could thus be applied to cases of sexist behavior that do not violate legal norms but still cause
considerable psychological harm.

Our finding that social norms are a driving factor for creating a safe space also provides insights
for dealing with sexist content beyond moderation. While moderators may be particularly powerful
in shaping norms [44], also ordinary users can take a stance against sexist content [42], which would
presumably establish the injunctive norm that sexism is not tolerated. Indirect evidence for this
stems from work by Mathew and colleagues [30], who showed that user-generated counterspeech
on YouTube received more likes than neutral comments. As such, social media platforms may also
seek out ways in which their community can be motivated to engage in counterspeech to utilize
injunctive norms as a path to a safer environment.

Our work was situated in the context of Facebook groups in which human moderators monitor
content and intervene if deemed necessary, yet it also needs to be considered in light of the
increasing automation of moderation [e.g., 12, 18]. Presupposing accurate detection of sexist content,
its subsequent deletion can be swiftly implemented to create a safer environment. Critically, while
our results suggest that deletion may lack fairness, Gonçalves and colleagues [16] found that
deletion without further explanation was perceived as more transparent if executed automatically
rather than by a person. Thus, automated deletion could perhaps overcome the observed lack of
fairness and constitute a viable and efficient form of moderation. Apart from deletion, researchers
have also begun to develop sophisticated systems to create counterspeech [12, 41, 56]. While this
endeavor may have been mainly motivated by automating a form of moderation that ensures free
speech, our results stress that counterspeech is also effective in creating a safer environment and
perceived as fair.

Taken together, our research provides novel insights into the moderation of sexist content from
the perspective of the broad user community and in particular from women as members of the
targeted group. Further, our findings can inform the governance and development of social media
platforms. Our insights on the effectiveness and evaluation of deletion and counterspeech may
be taken into account in the training of human moderators and in the development of automated
moderation.

4.4 Limitations and Future Research
While our study provides several meaningful insights, it is not without limitations. First, we only
presented our participants with a one-time snapshot of a (mock) Facebook group. It is plausible
that users are less reflective and engage in fewer evaluative processes when scrolling through
their social media feeds than we prompted our participants to do in the study. Still, we regarded a
highly controlled study as a necessary first step of investigation that can inform future studies with
higher ecological validity. Relatedly, with regard to the active use of the group, we only assessed
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participants’ self-reported intentions. Yet, intentions do not always translate into behavior [4], and
future research should aim to assess actual user behavior. Lastly, it is plausible that potential adverse
reactions to some forms of moderation only occur over time. For instance, while participants judged
deletion to be rather effective in reducing the occurrence of sexist content, if such a reduction does
not manifest over time, efficacy judgments might go down.
Apart from increasing ecological validity, future research should also broaden the scope of

investigation. The focus of our research rested on the perspective of general users and members
of the targeted group in particular. To fully stake out the effectiveness of the tested forms of
moderation, future research should refine and broaden this perspective by considering effects on
direct targets as well as perpetrators. For instance, our results showed that public counterspeech
seems to work well for users, yet it might be perceived as public shaming by perpetrators, which
could cause them to strike back or polarize more. Lastly, we focused on the moderation of sexist
content since this is a particularly frequent and impactful form of misconduct in online settings. Yet,
future research should test whether the effects of deletion and counterspeech replicate in response
to other forms of misconduct or are, to some extent, context-specific.

4.5 Conclusion
Our research provides important insights into the effectiveness and acceptance of different forms
of moderation in reaction to sexist content on social media from the perspective of the user
community. We could demonstrate that both female and male users felt safer and more inclined
to contribute to their community if sexist content was deleted or reprimanded, especially if it
was reprimanded publicly, suggesting that the invisibility of sexist content or the visibility of
counterspeech matter for creating a safe online environment. These effects were driven by changes
in social norm perceptions. At the same time, deletion was considered less fair than a reprimand of
visible sexist content, highlighting a potential tradeoff between effectiveness and fairness. These
findings advance the theoretical understanding of the functioning of different forms of moderation
and are of high practical relevance for the moderation of online communities.
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