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Abstract—The neural network model is having a significant
impact on many real-world applications. Unfortunately, the in-
creasing popularity and complexity of these models also amplifies
their security and privacy challenges, with privacy leakage from
training data being one of the most prominent issues. In this con-
text, prior studies proposed to analyze the abstraction behavior of
neural network models, e.g., RNN, to understand their robustness.
However, the existing research rarely addresses privacy breaches
caused by memorization in neural language models. To fill this
gap, we propose a novel approach, DeepMemory, that analyzes
memorization behavior for a neural language model. We first
construct a memorization-analysis-oriented model, taking both
training data and a neural language model as input. We then
build a semantic first-order Markov model to bind the con-
structed memorization-analysis-oriented model to the training
data to analyze memorization distribution. Finally, we apply
our approach to address data leakage issues associated with
memorization and to assist in dememorization. We evaluate our
approach on one of the most popular neural language models,
the LSTM-based language model, with three public datasets,
namely, WikiText-103, WMT2017, and IWSLT2016. We find that
sentences in the studied datasets with low perplexity are more
likely to be memorized. Our approach achieves an average AUC
of 0.73 in automatically identifying data leakage issues during
assessment. We also show that with the assistance of DeepMemory,
data breaches due to memorization of neural language models
can be successfully mitigated by mutating training data without
reducing the performance of neural language models.

Index Terms—Deep learning, neural language model, model-
based analysis, privacy, memorization

I. INTRODUCTION

Artificial intelligence (AI) software is important for au-
tomating and making autonomous decisions. In particular, the
rise of neural network models had a huge and significant
impact on many real-world applications, e.g., natural language
processing [1], [2], image recognition [3], and autonomous
driving [4], [5]. However, the increasing diversity and com-
plexity of such neural network models make their security,
reliability and robustness a critical and difficult issue to address.
Therefore, researchers in different fields are now working
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intensely on guidelines for Trustworthy AI and Safe AI. For
example, software engineering researchers propose techniques
that analyze and explain AI models in order to ensure the
security and safeness of AI-based software [6], [7].

Similar to traditional (i.e., not based on AI) software, AI-
based solutions have been reported by many prior studies to
trigger security concerns, such as data privacy leakage [8].
Although various verification techniques, e.g., static analysis,
symbolic execution analysis and fuzzing techniques, can be
used to guide the assurance of traditional software security,
those techniques are not applicable for AI-based software. In
contrast, to the best of our knowledge, there is a relative lack
of techniques that can assist in the verification of security in
AI-based software.

Data privacy leakage is a typical security issue in AI
models. Previous work [9], [10], [11] has shown that neural
language models tend to memorize the training data instead
of learning its latent characteristics. This can be exploited to
extract privacy-critical information from the data, potentially
leading to significant financial and reputational harm [12]. More
generally, memorization with a neural language model may
reveal insights regarding its internal behavior. Prior studies [13],
[14], [15] have been proposed to analyze certain aspects of the
internal behavior of deep neural networks in order to assist with
detecting adversarial examples and to guide the security testing
of deep learning models [14]. However, the existing research
rarely targets a model’s internal memorization behavior. Hence,
the existing research is limited when it comes to analyzing
and preventing leakage of sensitive private information from
training data of a publicly released model.

To fill this research gap, we propose a novel approach,
DeepMemory, to assist in verifying security in AI-based
software by analyzing the internal memorization behavior of
neural language models. We first construct a memorization-
analysis-oriented model taking both training data and a neural
language model as input. Second, we bind the constructed
memorization-analysis-oriented model to the training data. We
then build a semantic first-order Markov model to analyze
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memorization distribution. Finally, we apply our approach to
two downstream application scenarios, including data leakage
risk assessment and dememorization assistance.

We evaluate our approach on one of the most popu-
lar neural language models, i.e., the LSTM-based language
model, with three public datasets, namely, WikiText-103 [16],
WMT2017 [17] and IWSLT2016 [18]. We investigate the
LSTM-based language model with the same architecture and
configuration as Merity et al. [19]. We find that by observing
memorization characteristics for training data, sentences with
low perplexity are more likely to be memorized by a neural
language model. Our approach achieves an average AUC of
0.73 in automatically identifying data leakage issues during
assessment. Finally, by following our approach, the memoriza-
tion risk from a neural language model can be mitigated by
mutating training data without impacting the quality of neural
language models.

To the best of our knowledge, our approach is the first
attempt to assist in the verification of a common and important
privacy related issue in AI models, i.e., memorization in neural
language models. In particular, our work makes the following
contributions:
• We model the internal memorization behavior of neural

language models, e.g., the LSTM-based language model,
in order to address training data leakage issues caused by
the model’s memorization behavior.

• Our approach can automatically assess memorization-
related privacy leakage in neural language models.

• With our work, we can assist in the dememorization
process in order to address memorization issues in neural
language models.

• Our approach can be used to assist in the security testing
and assurance processes for AI models.

The rest of this paper is organized as follows: Section II
provides the background for our work. Section III gives an
overview of our approach, and Sections IV–VI present the
details. Section VII presents the results of our evaluation.
Section IX discusses threats to the validity of our work, and
Section X summarizes related work. Finally, Section XI offers
concluding remarks.

II. BACKGROUND

A. Language modeling

A language model is a probability distribution over sequences
of words [20]. In other words, a language model aims to learn
a probabilistic model that is capable to predict the next word
in a sequence based on the given preceding words. Formally,
the probability distribution of a language model can be defined
as Pr(w1, w2, ..., wn):

Pr(w1, w2, ..., wn) =

n∏
i=1

Pr(wi|w1, ..., wi−1) (1)

where wi refers to a word. This language model has been
successfully used in many applications, such as speech recogni-
tion [21], machine translation [22], sentiment analysis [23], and

information retrieval [24]. In particular, the neural language
model is becoming increasingly popular and has been success-
fully used in many applications. The neural language model
uses different kinds of neural networks to model sequence
probability, and it transforms words into vectors and uses the
vectors as input for a neural network to predict the next words.
A very common neural language model is the long short-term
memory (LSTM) language model. An LSTM network contains
a plethora of units, called memory blocks. Each memory block
represents a hidden state, i.e., st, st+1, st+2. Prior work [25]
illustrated the success of LSTM-based language models in
multiple applications motivating us to conduct our work in this
context.

B. Memorization risk from training Data

A language model requires domain-specific data for training
in order to achieve a good model performance. However, a well-
performing language model might suffer from data leakage due
to memorization of training data. Such leakage is particularly
troublesome when sensitive data including personal/private data,
transaction data, or governmental data becomes available to an
attacker. Examples of such sensitive data are Social Insurance
Numbers (in Canada) or health-related data.

Sensitive data that is part of training data may be memorized
by a neural language model during model training. When
leveraging such a mechanism, one can develop attacks to
extract such data from public trained language models [26]. In
other words, data leakage due to the memorization mechanism
is a typical security weakness in AI-based language models.
The study of memorization privacy risk includes two lines of
research: memorization-related privacy attacks and defenses.

1) Memorization-related privacy attacks: If a model is
ignorant towards privacy-preserving algorithms, it tends to
blindly remember some sequences from the training data [8],
[27]. Previous studies [8], [28] find that memorization is
a common phenomenon in language models, and privacy
attacks aim to reconstruct verbatim memorization sequences
for training data.

2) Memorization-related privacy defenses: There are typ-
ically two ways to support dememorization, i.e., differential
privacy and regularization. Differential privacy, which injects
noise into the process of model training, is a well-known
solution for minimizing memorization in model training [29].
As such, it is challenging to identify whether specific data
is part of the training data. Another typical privacy defense
approach is regularization. One can add regularization to the
loss function of language model optimization [26].

III. OVERVIEW OF OUR APPROACH

In this section, we present an overview of our approach
for analyzing the memorization behavior for a given lan-
guage model. Similar to traditional software vulnerability
detectors, our approach acts as an automated technique for
detecting potential data leakage security vulnerabilities that
occur due to memorization in language models. An overview
of our approach is shown in Figure 1. It consists of three
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Fig. 1: An overview of our approach.

phases: 1) memorization-analysis-oriented model construction,
2) memorization-distribution binding, and 3) addressing mem-
orization issues using the memorization model.

In the first phase, we construct a memorization-analysis-
oriented model. Taking both training data and a neural language
model as input, we first profile the given model to extract
semantic information, i.e., hidden states and traces. Such
profiling outputs initial states and traces that represent the
model behavior. Typically, a large number of initial states and
traces exist due to the massive scale of training data. We then
abstract a semantic distribution from the initial states and traces.
In particular, we transform initial states to intermediate states
by reducing the high dimensions of each initial state. We then
apply a clustering algorithm to group the intermediate states
and traces into clusters, i.e., to derive concrete states and traces.
Finally, we construct a memorization-analysis-oriented model
based on the concrete states and traces distribution.

In the second phase, our approach binds the memorization-
analysis-oriented model to the training data to analyze the
memorization distribution. This phase takes the memorization-
analysis-oriented model constructed from the last phase and
the training corpus as input. To analyze the memorization
distribution, we first extract memorization sequences from the
training data. We then build a semantic first-order Markov
model to model the memorization distribution.

In the final phase, we apply our approach to two downstream
tasks, including data leakage risk assessment and dememo-
rization assistance. The first downstream task automatically
identifies potential data leakage issues in the model (comparable
to bug detection). The second downstream task assists in the
repair of the models given the identified issues (comparable to
program repair). We detail each phase of our approach in the
subsequent Sections IV – VI.

IV. MEMORIZATION-ANALYSIS-ORIENTED MODEL
CONSTRUCTION

In this section, we construct a memorization-analysis-
oriented model. Algorithm 1 presents the details of its construc-
tion. Given an LSTM-based language model and its training
data, we first profile the model to extract the initial states and
traces by iterating words in each sentence over the training
data. We then abstract the initial states and traces to construct
our memorization-analysis-oriented model. We describe each
step in detail below.

Algorithm 1: Memorization-analysis-oriented model
construction algorithm

input :R = (D, δ, f): LSTM-based language model
G: semantic distribution abstraction function
θ: information loss threshold
D: sentences
σ: minimum number of neighbors threshold
ρ: distance threshold

output :M: memorization-analysis-oriented model
1 S ← [] ; // initial states set

2 T ← [] ; // initial traces set

3 for W ∈ D do // loop sentences to extract states

4 s ∈ [δi(W [: i])]
|W |
i=0 ; // extract all hidden states of a sentence

5 for i : 1 ∈ |s| do
6 S.add(si);
7 T.add((si−1, si))

8 g ← G(S, θ, σ, ρ) ; // semantic distribution abstraction

9 S
′
= [] ; // concrete states set

10 for s ∈ S do
11 s′ ← g(s) ;
12 S

′
.add(s′) ;

13 T
′ ← [] ; // concrete traces set

14 for (si−1, si) ∈ T do
15 s′i−1 ← g(si−1) ;
16 s′i ← g(si) ;
17 T

′
.add(s′i−1, s

′
i) ;

18 return M(D, S′ , T ′ , f);

A. Semantic profiling

Recent research on deep neural network models [14],
[15], [30] highlights that states and traces are efficient for
understanding stateful model behaviors over data distribution.
A neural language model can be seen as a stateful model. The
LSTM-based model is one of the most typical neural language
models. Therefore, in order to analyze LSTM-based neural
language model behavior, we profile the model to extract the
initial semantic states and traces as the first step. We first
explain the definition of state and trace in neural language
model analysis.

Suppose that we have an LSTM-based language model
R = (D, δ, f). D refers to all sentences used for training.
f is the distribution of a language model, and δ is an internal
state extractor of the model that is used to transform each
word in a sentence to a state. For example, when we feed
a sequence “Ian goes home at 6 pm on weekdays and goes
swimming at 7 pm every day.” to a LSTM-based language model
f with 100 hidden units, we can obtain a list of hidden-state
vectors of LSTM with 100-dimension for each feed input word,
i.e., [[0.1, ..., 0.3], [0.2, ..., 1.3], [1.5, ..., 0.3], ..., [0.07, ..., 0.4]],
by using internal state extractor δ. Particularly, δ(home) =
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[1.5, ..., 0.3].
With the internal hidden state set, we construct a corre-

sponding state flow, i.e., trace, over two hidden states ordered
chronologically. The trace represents a transition relation for a
pair of consecutive hidden states. In our illustrative example,
the trace between hidden state “goes” and state “home” is
represented by (δ(goes), δ(home)).

In Algorithm 1, we first define two empty sets (Line 1 and 2)
for hidden states S and traces T . We then iterate each sentence
W in the training data and extract the state and trace of each
word w (Line 3 to 7). Particularly, at the i-th timestamp t,
each word in a sentence is transformed to a state si using the
internal state extractor δ. A trace is accordingly extracted to
(si−1, si). Finally, we construct a state set S and trace set T
for the whole training data D and define it as an initial model.

B. Semantic distribution abstraction

After semantic profiling, we obtain an initial model to
represent the LSTM-based neural language model behaviors
over training data. However, such a granular representation
contains a plethora of discrete states and traces. For example,
an LSTM-based neural language model potentially produces up
to 100 thousand states and 900 thousand traces for a corpus
containing 10,000 sentences with an average length 10 of words.
It is impractical to understand the internal behavior of a given
model with such a huge number of states and traces. Therefore,
in this step, we abstract the semantic distribution of a given
language model from the perspective of states and traces.

1) Automated dimension reduction: The dimension of
each initial state generated by semantic profiling is equal to
the number of hidden units in LSTM core, which usually
is very high. It is hard to find the latent characteristics
over high dimensional space since the distribution of data
with high dimension tends to be sparse [31]. Therefore, we
first automatically reduce the dimension of each initial state
generated by semantic profiling to an optimal number. Du et
al. [14] applied Principal Component Analysis (PCA) to reduce
the dimension of semantic space to a small number, in order to
efficiently find the common correlation over states. However, an
obvious limitation in their approach exists. When the dimension
of an initial state is high, arbitrary dimension reduction
may lead to a huge information loss. The information loss
from modeling may potentially introduce a significant bias in
memorization-analysis-oriented model construction. To improve
the memorization-analysis-oriented model construction, we use
a classic metric, Relative Information Loss [32], to measure
the information loss during dimension reduction. In detail, we
have a number of n vectors V and each vector is with m-
dimension space, i.e., [v0, v1, ..., vm]. We want to transform
the n initial vectors to vectors V̂ , and each transformed vector
is with k-dimension, i.e., [v̂0, v̂1, ..., v̂k]. The corresponding
information loss is defined as ψ(k).

In order to overcome the aforementioned limitation, we take
information loss into account for dimension reduction in order
to secure the utility of the transformed internal state. We set

a threshold θ to control information loss, and the decision
process of finding the optimal k can then be defined as:

argmin
k

|ψ(k)− θ| (2)

Finally, this step outputs intermediate states and each state is
k dimensions. In our example, we reduce the 100-dimension of
each state to three dimensions. For example, the word “home”
would be with a reduced initial state [1.5, 0.7, 0.3].

2) Semantic Clustering: To identify the latent characteris-
tics over the intermediate states, we apply a clustering algorithm
(DBSCAN) to group together intermediate states that are close
to each other in terms of cosine distance threshold ρ and
minimum number of neighbors σ. DBSCAN-based clustering
is suitable for data with an arbitrary shape [33]. ρ specifies
for the minimum cosine distance which two intermediate state
points should be considered as neighbors. σ determines the
minimum number of neighbors to be defined as a core state.
Each core state and its neighbors form a cluster labeled as a
concrete state. In our running example, the words “home” and
“swimming” are grouped into one cluster. Therefore, we would
label the hidden states of the words “home” and “swimming”
as a single identical concrete state.

C. Memorization-analysis-oriented model construction

With the concrete states from the clustering, we construct a
final memorization-analysis-oriented model. We first transform
the high-dimensional initial states into intermediate states with
an optimal dimension. We then transform the intermediate
states to concrete states. Note from Algorithm 1, we define an
abstraction function G to abstract the initial states and traces
(Line 8). The inputs of the function G are the initial states,
and three threshold values, i.e., information loss threshold θ,
the number of cores σ, and distance threshold ρ. We then
initialize two sets S

′
(Line 9) and T

′
(Line 13) for concrete

states and traces, respectively. Next, for each initial state si,
we use the defined semantic distribution abstraction to abstract
the state to s′i (Line 10 to 12). Similarly, for each initial
trace (si−1, si) composed of two states si−1 and si, we apply
the same abstraction function to abstract the two states to
s′i−1 and s′i. We then connect the two abstracted states into
a concrete trace (s′i−1, s

′
i) (Lines 14 – 17). The final output

is the memorization-analysis-oriented model (Line 18). In
our running example, the final memorization-analysis-oriented
model is represented by the concrete state and trace set.

V. MEMORIZATION DISTRIBUTION BINDING

Prior studies [8], [27] have reported that memorization
is a severe issue in language models. To achieve a good
performance, a model all too often intends to remember the
training data during the training process instead of learning
the latent characteristics. Regularization techniques, such as
dropout and batch normalization, aim to solve the model
overfitting issue and improve the generality of AI models.
Although the regularization techniques are widely adopted for
training a complicated model, e.g., an LSTM-based model,
the models may still memorize part of the training data [27].
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Such memorization might be exploited to extract private data
from a given language model. Therefore, in this section, we
quantify the memorization behavior in a memorization-analysis-
oriented model, i.e., the output from Section IV. The details
for analyzing memorization behavior are shown in Algorithm 2.
Given a memorization-analysis-oriented model and training
data as input, we bind the memorization distribution by building
a semantic Markov model to map the memorization-analysis-
oriented model to training data. In particular, we first extract
memorization. We then build a first-order Markov model to
represent the semantic memorization distribution.

A. Memorization Extraction

From our memorization-analysis-oriented model generated
in Section IV, we obtain the final concrete states and traces for
each sentence in the training data. However, such states and
traces cannot be applied to quantify memorization behavior
of a given language model directly. Therefore, to quantify the
memorization behavior efficiently, we first define a memoriza-
tion concept called a memorization sequence. Given a language
model R = (D, δ, f) and a prefix c, a string of l with length
N is considered to be a memorization sequence if such a string
is equal to:

argmax
l′ :|l′ |=N

R(l
′
|c) (3)

where c and l are both from the training corpus. In our example,
given a prefix c “Ian goes”, a language model would predict a
string “home at 6 pm on weekdays” as the most likely output.
We call a string such as “home at 6 pm on weekdays” a
memorization sequence based on the prefix “Ian goes”.

With memorization sequences, we classify the concrete
state|trace from the memorization-analysis-oriented model into
two types, i.e., memorization state|trace and non-memorization
state|trace. If a state|trace is visited by any memorization
sequence, we consider the state|trace to be a memorization
state|trace. Otherwise, it is a non-memorization state|trace.
Finally, we can construct a semantic distribution for all
the concrete states and traces in terms of memorization. In
Algorithm 2, we first initialize two dictionaries, MT and MS, to
represent memorization traces and states, respectively (Line 1
and Line 2). We also initialize two dictionaries, AT and AS for
all the concrete traces and states output from Section IV (Line
3 and Line 4). Next, we iterate each sentence in the training
data to abstract state and trace for each word. If an abstracted
state|trace is visited by a memorization sequence, we label the
state|trace to a memorization state|trace (Line 6 to Line 15).
In our running example, the concrete state corresponding to
“home” is classified as a memorization state.

B. Semantic Memorization Modeling

With the memorization states and traces, we build a first-
order Markov model to learn the memorization semantic distri-
bution conditioned on the state from the last step. Sequential
behavior can be regarded as a discrete-time Markov chain.
Therefore, the memorization probability over a sequence can
be modeled by a first-order Markov model [34].

Algorithm 2: Memorization analysis algorithm
input :M = (D, T, S, f): memorization-analysis-oriented model,

g: abstraction transformation function,
H: memorization sequence abstraction function,
D: sentences

output : E(γ, τ): first-order Markov memorization model
1 MT ← {} ; // a dictionary of memorization traces

2 MS ← {} ; // a dictionary of memorization states

3 AT ← {} ; // a dictionary of concrete traces

4 AS ← {} ; // a dictionary of concrete states

5 h← H(D, f) ; // function to check if an input is memorization trace

6 for W ∈ D do // loop every sentence to extract states and traces

7 s ∈ [δi(W [: i])]
|W |
i=0 ;

8 for i ∈ 1 . . . |W | do
9 s′i−1 ← g(si−1) ;

10 s′i ← g(si) ;
11 AT [(s′i−1, s

′
i)] + +;

12 AS[(s′i)] + +;
13 if h(si−1, si) == True then
14 MT [(s′i−1, s

′
i)] + +;

15 MS[(s′i)] + +;

16 for (si−1, si) ∈ AT do
17 Eγ(si−1, si)←

AT (si−1,si)∑
j AT [(si−1,sj)]

;

18 for si ∈ ST do
19 Eτ (si)← MS[(si)]

AS[(si)]
;

20 return E(γ, τ);

1) Memorization state|trace distribution construction:
We calculate two probabilities representing the memorization
state probability Pr(si) and trace probability Tr(si−1, si).
To compute the memorization state probability, we count the
number of times a memorization state is visited by any sequence
(memorization sequence and non-memorization sequence) as
the denominator and the number of times a memorization
state is visited by the extracted memorization sequences from
Subsection V-A as numerator. Trace probability Tr(si−1, si)
refers to how likely state si−1 reaches state si. In Algorithm 2,
we calculate two such probabilities for each sentence in Lines
16 to 19. For example, the concrete state corresponding to
“home” is visited by a total of 100 memorization sequences
and a total of 300 sequences. Therefore, the probability
of memorization to a concrete state (memorization state)
corresponding to “home” is 1/3 (100/300).

2) Construction of memorization sequence distribution:
We calculate the memorization sequence probability based on
Pr(si) and Tr(si−1, si). For a given sequence l consisting
of n words, we can extract n states s corresponding to each
word. Based on the chain rule and first-order assumptions, the
memorization probability of the given l can be computed as:

Pr(s) =
n∏
i=1

Tr(si−1, si) ∗ Pr(si) (4)

where Tr(s0, s1) = 1. In the rest of this paper, we refer to the
first-order Markov memorization model as a semantic model.

VI. ADDRESSING MEMORIZATION ISSUES USING THE
MEMORIZATION MODEL

Finally, we leverage our first-order Markov memorization
models that are based on the last step to address the memo-
rization issues. In particular, our approach first automatically
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assesses the risk of data leakage due to memorization issues.
Next, our approach assists in the dememorization of the neural
language models.

A. Data leakage risk assessment

A language model potentially poses the risk of remembering
unintended information from its training data. To assess the
training data leakage risk, we predict whether a sequence from
the test data exists in the training data based on our first-order
Markov memorization model.

In the first step, for each sentence in the test data, we
extract the initial states based on the state extraction approach
presented in Subsection IV-A. It is rare to have two identical
semantic states from training and test data in an LSTM network.
Therefore, we map each state of test data to the closest state
extracted from the training data by searching the nearest
neighbor based on cosine distance.

Second, we connect all the consecutive semantic states to
form a sequence. We use the first-order Markov model to
calculate the memorization probability of each sequence. If
the memorization sequence has a high probability, we consider
that the sequence would exist in the training data, resulting in
a possible data leakage. We use such uncovered possible data
leakage to assess the memorization issues from the original
neural language models.

B. Assisting in dememorization

To assist in dememorization, we mutate the sentences in the
training data that are most likely to lead to data leakage and
re-build our semantic model to know whether the mutation
mitigates the unintended memorization behavior. The goal of
our approach is to mutate the data-leaking sentences while
minimizing the impact on the data without leakage risks. For
each sentence, we leverage the memorization probability that
is generated from our approach to decide whether to mutate
the sentence. In short, we only mutate the sentences with high
memorization probability and retrain the neural language model
from the data after mutation for dememorization.

VII. EVALUATION

A. Experimental setup

We evaluate our approach based on one of the state-of-the-
art word level LSTM-based language models [19] with 3,000
hidden nodes on three popular large datasets, namely, WikiTest-
103 [16], WMT2017-en [17], and IWSLT2016-en [18]. An
overview of these datasets is given in Table I. The training data
is disjoint from the test data. Our experimental environment
is based on a server with 16 24GB-GPUs, 500 GB of RAM,
and 1 TB disk. The server runs Ubuntu Linux, version 20.04.
Table II shows the runtime of each stage of our proposed
approach over different datasets. Adding a regularization setup
parameter, each memorization-analysis-oriented model only
needs to be constructed once to assess the data leakage of one
AI model.

TABLE I: Overview of our datasets
Dataset Sentences Unique Words

Train 1M 220KWikiText-103 Test 100K 220K
Train 4M 798KWMT2017-en Test 12K 40K
Train 177K 59KIWSLT2016-en Test 19K 15K

TABLE II: Overview of time cost for each step

Sem.
profiling

Dim.
reduction

Sem.
clustering

Mem.
abstraction

Sem. mem.
modeling

W-103 0.25h 0.15h 4h 1.5h 0.1h
WMT 0.55h 0.62h 15h 5.8h 0.3h

IWSLT 0.08h 0.08h 1h 0.7h 0.07h
Sem. is abbreviation of semantic. Mem. is abbreviation of memorization.

B. Preliminary analysis

Given a language model, if the memorization data appears to
have no inherent common patterns or characteristics, the data
would not be prone to data leakage issues, i.e., would not be
suitable to our study. Therefore, before applying our approach
to the three neural language models from the three datasets,
we aim to understand the characteristics of the memorization
sequences in the three neural language models.

Carlini et al. [27] find that a sentence with low perplexity
is likely to be vulnerable to encounter an attack involving
data leakage, where perplexity indicates how well a trained
language model fits the distribution of sentences. It is defined
as the inverse probability of the sentences, normalized by the
number of words. Formally, given a sequence l = WN

1 , the
perplexity is defined as follows:

PP (WN
1 ) = P (w1w2w3...wN )−

1
N

= N

√√√√ N∏
i=1

1

p(wi|w1w2...wi−1))

(5)

where wi is the i-th word in this sequence. P indicates
the probability of a sentence. From Equation 5, a lower
perplexity value indicates a better performing language model.
We summarize the perplexity distribution over each sentence
in the training data. If a model assigns a high probability to
a sentence, it is likely that the model tends to remember this
sentence. Therefore, we also study the relationship between
perplexity and the length of a memorization sequence in each
sentence.
Result: Most of the sentences in the training data have
low perplexity. Figure 2 shows the perplexity distribution over
the three training datasets, WikiTest-103 (a), WMT2017-en
(b), and IWSLT2016-en (c). Prior studies [35], [36] report that
a language model with a perplexity below 100 is considered
a well-performing model. In particular, considering the prior
study [35] using the same training data, the authors report that
their language model achieves a perplexity of 34.4 for WikiText-
103. We find that most of the sentences in the training data have
low perplexity. In particular, at least 96% of the sentences have
a perplexity less than 100 in our three experimental datasets.
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Such a result implies that the trained language model can
remember most of the sentences from the training data.
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(b) WMT2017-en.
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(c) IWSLT2016-en.
Fig. 2: Density distribution of number of sentences over
perplexity.

The sentences with a longer memorization sequence have
lower perplexity. Figure 3 shows the density of the length of
memorization sequences in terms of perplexity over the training
data. The X-axis indicates the perplexity (with increasing steps
of 50). The Y-axis shows the density of length of memorization
sequences. Note in Figure 2 and Figure 3 that most of the
memorization sequences with low perplexity (< 50) contain
at least six words. Such results imply that the sentences in
the training data that have longer memorization sequences are
easier to be remembered by the language model.
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(b) WMT2017-en.
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(c) IWSLT2016-en.
Fig. 3: The average length of memorization sequence distribu-
tion in terms of perplexity over three datasets.

Summary of preliminary analysis: Most of the sentences
in the studied datasets have low perplexity, which shows
that the subject neural language model may be prone to the
memorization issue.

C. Results

RQ1: To what extent are the studied neural language
models prone to memorization issues?
Motivation: In our preliminary analysis, our results show that
most of the sentences in the studied datasets have low perplexity
and such sentences with low perplexities may be prone to be
remembered by neural language models. As such, one can
model the memorization distribution and exploit the learned
memorization to extract and store the valuable training data.
Therefore, in this research question, we want to explore to
what extent the studied neural language models are prone to
memorization issues.
Approach: To answer RQ1, we first want to know the preva-
lence of potential memorization issues in our studied datasets.
If a state|trace is a memorization state|trace, such a state|trace

is a potential memorization issue. To quantify the potential
memorization issue, we define two metrics, SCR and TCR, to
evaluate our memorization-analysis-oriented model. SCR is the
memorization state coverage rate and TCR is the memorization
trace coverage rate. The name state|trace memorization implies
that the state|trace is visited by a memorization sequence.
Formally, SCR is defined as Num MS

Num state , and TCR is defined as
Num MT
Num trace . Num MS is the number of distinct memorization
states and Num MT is the number of distinct memorization
traces. Num state and Num trace refer to the total of
distinct concrete states and traces, respectively. We follow
the following steps to calculate the two metrics, SCR and TCR.
We first apply the proposed modeling approach in Section IV to
obtain the memorization-analysis-oriented model from training
data. Second, we employ the memorization extraction approach
from Section V-A to extract the memorization sequences from
training data. Next, for each word in a memorization sequence,
we can map it to the semantic model to obtain the memorization
state and trace.

Memorization states|traces can be visited by both memoriza-
tion sequences and non-memorization sequences. The more
memorization sequences visit a state|trace, the more likely such
a state|trace is prone to memorization issues. Therefore, we
also quantify the memorization issues of our studied datasets
using memorization state and trace probability. We calculate
memorization state and trace probabilities using the approach
presented in Section V-B. The higher the memorization
state|trace probabilities are, the more possible such a state|trace
is prone to memorization issues.
Result: Only a small portion of states and traces from
training data are related to memorization. The result of the
state and trace coverage rate is shown in Table III. In the table,
the column σ is the input of the clustering algorithm DBSCAN
used to control the granularity of clusters. The result shows
that most of the states and traces are unrelated to memorization.
The state coverage rate ranges from 6.8% to 24.5%. The traces
coverage rate is less than 4.03% in any of different inputs of
core σ. The results show that only a small percentage of states
and traces are related to memorization. Such results imply that
either 1) there are only a few memorization issues or 2) there
exist many memorization issues, and such memorization issues
only cover a small percentage of memorization states/traces.

In addition, our approach can efficiently reduce the number
of initial states and traces. For example, when using a σ of
100 as input for our clustering algorithm DBSCAN, we reduce
the initial millions states into 40,121 concrete states. Such a
considerable number of states cannot only be used to analyze
memorization behavior of a language model, but can also be
used to retain most of the semantic information.

The memorization states and traces have a considerable
high memorization probability. Figure 4 shows the results
of the probability distribution of the memorization states
and traces over the three studied datasets. Although only
low percentages of states (an average of 17.6%) and traces
(an average of 2.24%) are related to memorization, the
memorization state and trace probabilities are comparably
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TABLE III: Results of memorization state and trace coverage
rate. (Mem. is the abbreviation for “memorization“.)

Dataset σ
All concrete

states
All concrete

traces Mem. states Mem. traces TCR SCR

W-103

100 40,121 31,9450 3,258 6,740 1.02% 16.8%
150 79,820 521,460 18,518 16,060 3.08% 23.2%
200 82,317 613,419 16,792 11,593 1.89% 20.4%
250 89,012 634,210 17,534 9196 1.45% 19.7%

WMT

100 63,902 549,872 7,221 6,653 1.21% 11.3%
150 71,921 673,219 17,620 13,666 2.03% 24.5%
200 76,709 778,895 12,426 14,721 1.89% 16.2%
250 77,101 792,015 5,244 6,256 0.79% 6.8%

IWSLT

100 4,523 26,217 557 738 2.81% 12.3%
150 8,945 114,084 1,923 4,598 4.03% 21.5%
200 11,219 139,930 2,546 4,886 3.49% 22.7%
250 14,234 178,904 2,246 5,831 3.26% 15.8%

high. Especially, the mean memorization state probability in
dataset WikiText-103 is 0.63. By inspecting our results, we find
that the memorization-analysis-oriented model can identify the
memorization transition of the LSTM-based language model
and discover potential memorization issues in the training data.

Answer to RQ1: Only a small percentage of states and
traces from training data are related to memorization. How-
ever, the memorization states and traces have a considerably
high memorization probability.

RQ2: How accurate is our approach in the data leakage
risk assessment?
Motivation: In RQ1, the results show that the memorization
states and traces tend to be remembered due to a considerable
high memorization probability. The associated distribution can
be used to analyze the training data and the potential for data
leakage. In order to illustrate a practical impact, we leverage
our approach to assess training data leakage risk based on a
given language model. In this research question, we want to
answer how accurate our privacy risk assessment approach is.
Approach: In Section V, we have built a first-order Markov
memorization model. To realistically assess the privacy risk
of given data, we use the constructed model to measure the
memorization probability of each sequence in the test data.
Based on the predicted memorization probability of each
sequence in the test data, which is not seen by the model
during the training phase, we predict whether a sequence of
test data likely exists in the training data.

Furthermore, the length of a memorization sequence might
affect the modeling analysis. For example, one may argue
that the shorter a memorization sequence is, the more likely
the sequence appears in the training data. Therefore, we
calculate the Pearson correlation [37] between the length of
memorization sequences and memorization probabilities of
sequences. Pearson correlation ranges from -1 to +1. A value
of 1 indicates that the length and memorization probability
of sequences has a strong relationship. A value of 0 indicates
that there is no relationship between them, and a value of -1
indicates an inverse relationship between them.

We implement a baseline approach that assigns a random

score to each of the extracted memorization sequences. We
compare DeepMemory to the baseline in this research question.
To measure the performance, we examine whether the extracted
sequences from the test data appear in the training data. If
a sequence is indeed in the training data, we consider it
as a true-positive sequence. Otherwise, it is a false-positive
sequence. The true-positive sequence is considered to be data
leakage from training data. We use four metrics to evaluate our
approach, including precision, recall, F1, and AUC. Precision
measures the correctness of our model, and refers to the ratio
of cases when a predicted sequence is actually in the training
data. Recall measures the completeness of our approach, and
is defined as the number of sequences that were correctly
predicted as memorization divided by the total number of
memorization sequences in the test data. F1 is the harmonic
mean of precision and recall. AUC allows us to measure the
overall ability of our approach. The AUC is the area under
the ROC curve, which indicates the performance of a binary
model as its discrimination is varied.
Result: Our data leakage assessment approach can achieve
an average AUC of 73%. Table IV shows the results
for precision, recall, F1, and AUC over the memorization
distribution. Note from Table IV that our approach achieves
an average precision of 47% and a very high average recall of
92% when taking 0.5 as a threshold, which outperforms the
baseline approach, i.e., a precision of 0.38 and a recall of 56%.
The results imply that a sequence with a high memorization
probability in the test data tends to be memorized. However,
different thresholds may lead to different results. To overcome
this bias, we also present the AUC of our approach. We find that
the AUC is high with an average value of 73%. The results
suggest that our proposed first-order memorization Markov
model approach is capable of assessing data leakage risks.

TABLE IV: Results of using our approach to predict the
memorized sequence compared with the baseline approach.

DeepMemory Baseline
Precision Recall F1 AUC Precision Recall F1 AUC

W-103 0.50 0.75 0.60 0.72 0.38 0.50 0.42 0.48
WMT 0.29 1.00 0.44 0.67 0.30 0.57 0.40 0.50

IWSLT 0.62 1.00 0.76 0.80 0.50 0.60 0.54 0.48

Average 0.47 0.92 0.60 0.73 0.39 0.56 0.45 0.49

Our approach shows a similar performance for all types
of sequences. The Pearson correlation between length and
memorization probability of memorization sequence is 0.14.
An absolute value of 0-0.19 is regarded as a very weak
correlation [37]. Therefore, a very weak relationship exists
between the length of a memorization sequence and the
memorization probability of sequences.

Our approach can be used to efficiently identify a real-
world data leakage issue. In order to demonstrate the practical
usefulness of our approach, we want to examine whether our
approach can be used to identify real-world private data. We
train a language model based on the setting from [8]. Similar
to the prior work [8], we make the trained language model
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Fig. 4: Memorization states and traces probability distribution.

remember the sequence “the credit number is 281265017”.
After that, we analyzed this language model based on our
proposed approach. During the testing phase, we test our
semantic Markov memorization model on a set of sentences
with the same structure but different credit numbers. We find
that the sentence “the credit number is 281265017” has the
highest memorization probability. Note that the prior work has
reported that memorization is not overfitting [8]. The result
suggests that our proposed model can efficiently detect the
memorization content from the training data.

Answer to RQ2: Our data leakage assessment approach
can achieve an average AUC of 73%. Our approach shows
a similar performance for all types of sequences. Our
approach can be used to efficiently identify real-world
private data.

RQ3: How effective is our approach in assisting dememo-
rization?
Motivation: One may randomly select sentences and mutate
them to reduce memorization sequences probability (see
Equation 4). However, it is not an optimal solution to mutate a
large portion of the training data since the mutation would hurt
the quality of the data, leading to unrealistic models. On the
other hand, if one only randomly mutates a small portion of the
training data, the mutated data may not contain memorization
issues. In this research question, we want to evaluate whether
our approach can assist in dememorization by suggesting only
a small portion of data in the training data to be mutated.
Approach: We compare the use of our approach in assisting
dememorization to a random baseline approach. We first apply
our approach to detect the memorization sequences from the
training data and to select memorization sequences. The results
of RQ2 show that when using 0.5 as the threshold to predict
memorization sequence, our recall is very high (close to 1).
Therefore, we select memorization sequences to be mutated if
their probabilities are more than 0.5. For the random approach,
we randomly select 50% of all the memorization sequences
to be mutated. We choose 50% for the baseline approach in
order to give the baseline approach an overestimated ability of
mutating the training data. 50% also ensures that at least half of
the existing training data is not mutated. In both experiments,
we ignore memorization sequences with lengths less than four.

Second, we use four strategies to mutate the aforementioned
selected sequences from the original training data to mitigate

unintended memorization behavior.
• REPlacing Word (REPW): For each extracted sequence,

we first select the noun and verbal phrase that occurred
less frequently. We then replace the selected words with
their synonyms in the training data randomly. If there
are no synonyms in the training data, we replace them
with a random external synonym. Next, we modify the
corresponding sentences that contain mutated sequences.

• REOrdering Sequence (REOS): Prior research [2], [36]
shows that sequence disorder can benefit the robustness
of a sequential model in machine translation tasks and
industrial recommendation system applications. This strat-
egy aims to reorder words in memorization sequences to
confuse the language models.

• REMoving Word (REMW): For the sentences that con-
tain memorization sequences, we remove those sequences
directly from the sentences.

• MIXture (MIX): Different strategies may have their
advantages. In the mixture strategy, we combine the
replacing words and reordering sequences approaches.

Next, we re-train a language model based on the mutated
training data and re-build our semantic first-order Markov
memorization model. Finally, we use our semantic model to
analyze the memorization behavior of the re-trained neural
language model on the original training data. In particular,
we extract the memorization sequences of re-trained neural
language models. We then calculate how many memorization
sequences in the original model (before mutation) still exist
in the re-trained model. The fewer memorization sequences
that are left, the better dememorization the re-trained model
has. We also calculate the number of mutated memorization
sequences from both our approach and the random baseline. The
desired approach would achieve a low number of memorization
sequences that are left in the re-trained model, while only
having to mutate a small percentage of memorization sequences.
Result: Our approach can assist in dememorization with-
out the need to mutate a large number of memorization
sequences. Table V shows the results for memorization
sequence statistics after re-training the language model using
different strategies to mutate the training data. With assistance
from our approach, the memorization sequences can be signifi-
cantly reduced. Table V shows that, compared to the original
memorization sequences, the percentages of the memorization
sequences drop to 2.58%, 2.31%, and 4.43% in WikiText-103,
WMT2017, and IWSLT2016, respectively. Compared to our ap-
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TABLE V: Total number of original memorization sequences and the number of memorization sequences after dememorization
assisted by our approach and the baseline approach.

Dataset Measure Original Mutated Sequence (%) after REPW after REOS after REMW after MIX Average
Prob.>0.5 Random Prob.>0.5 Random Prob.>0.5 Random Prob.>0.5 Random Prob.>0.5 Random Prob.>0.5 Random

W-103 Mem. Seq. 59,802 4.10% 50% 1,645
(2.75%)

3,519
(5.88%)

1,543
(2.58%)

4,210
(7.04%)

1,549
(2.59%)

2,431
(4.07%)

2,021
(3.38%)

3,979
(6.65%)

1,690
(2.83%)

3,299
(5.91%)

WMT Mem. Seq. 124,319 0.89% 50% 4,210
(3.39%)

3,577
(2.88%)

2,874
(2.31%)

2,576
(2.07%)

3,121
(2.51%)

1,498
(1.20%)

2,989
(2.40%)

2,249
(1.81%)

3,299
(2.65%)

2,475
(1.99%)

IWSLT Mem. Seq. 18,753 2.80% 50% 2,091
(11.15%)

3,202
(17.07%)

2,484
(13.25%)

3,389
(18.07%)

831
(4.43%)

1,034
(5.51%)

1,701
(9.07%)

2,214
(11.81%)

1,777
(9.47%)

2,460
(13.12%)

Original is the number of memorization sequences in the original model. Mutated sequence means the percentage of memorization sequences to be mutated.
Columns starting with “after” mean after mutating the training data, the number of memorization sequence that are left and the corresponding percentage.

proach, the average of percentages of memorization sequences
that are left after the mutation from the random baseline
are 5.91%, 1.99%, and 13.12% in WikiText-103, WMT2017,
and IWSLT2016, respectively. Except for WMT2017, where
both approaches show a similar performance in reducing the
memorization sequences, our approach outperforms the baseline
approach by a wide margin.

Our approach only needs to mutate a very small
number of sequences from the training data. Table V
shows the number of memorization sequences that are mutated
during the dememorization process. The results illustrate that
our approach only mutates 4.1%, 0.89%, and 2.8% of the
original memorization sequences in the datasets WikiText-
103, WMT2017, and IWSLT2016, respectively. Such a small
number of mutations would have a trivial impact on the trained
model. By definition, the baseline approach mutates 50% of the
memorization sequences, i.e., a very large amount of mutation,
and cannot even achieve a comparable dememorization result.

Answer to RQ3: Our approach is capable of guiding
dememorization and does not decrease the performance
of the original model. Therefore, practitioners can use our
approach to discover sensitive data leakage risks and help
mitigate memorization.

VIII. COMPARATIVE STUDY ON THE EFFECT OF
REGULARIZATION

In this section, we discuss the impact of regularization on the
memorization effect. Regularization is an efficient approach to
train neural network based models. Although a prior study [8]
shows that memorization in neural language models is not
an issue of overfitting, the use of regularization may still
potentially affect the memorization behavior of neural language
models. Therefore, we conduct a comparative study over four
mainstream regularization techniques, including dropout, L1
norm, L2 norm regularization and data augmentation (DA).

We build an original model without any regularization. To
evaluate the impact of the regularization techniques, we create
four additional models by modifying our original model by
altering only one regularization technique, including enabling:
1) dropout, 2) L1 norm, 3) L2 norm, and 4) DA. In particular,
the augmentation is to randomly select 10% of the sentences

from the training corpus and randomly replace non-stop words
with one of their synonyms [38].

We follow a process similar to RQ1 to conduct our compar-
ative study. In particular, our experiment is executed with σ in
200. We first calculate two metrics SCR and TCR from the four
additional models while altering the regularization techniques.
We then calculate their corresponding memorization state and
trace probabilities. Finally, we compare the results for the four
additional models with the results from our original models.
Results: Regularization may be able to mitigate the mem-
orization effect. The results (with and without regulariza-
tion) are shown in Table VI. The results show that without
regularization, the memorization state coverage rate ranges
from 23.1% to 31.4% and the memorization trace coverage
rate ranges from 7.43% to 11.32%. After regularization, both
the memorization state and the trace coverage rate decrease
considerably. Especially, the L2 norm regularization provides
the highest reduction in the memorization state and trace
coverage (19.8% and 1.89%, respectively).

In addition, we compare the memorization state and trace
probability distribution of the above four additional models
with the ones from the original models, using the Mann-
Whitney U test and Cliff’s delta. We find that all of the
probability distributions of the four additional models are
different with statistical significance (p < 0.05) from the
original model. However, the difference may differ among
different subjects. In particular, for WMT, the original models
(without regularization) always have a higher memorization
probability than the four additional models (positive effect
sizes). For IWSLT and W-103, the differences are associated
with rather negligible or small effect sizes; while cases also exist
where the probability distribution is lower with regularization
(e.g., W-103; enabling dropouts). Such results suggest that
regularization (in particular, the L2 norm) may be useful
to partially address memorization issues, but they cannot be
eliminated. More comparative work is required to highlight
the relative impact of the different approaches.

IX. THREATS TO VALIDITY

External validity. A threat to the external validity is the
generalizability of our approach. Our study is evaluated on
the most popular neural language model, i.e., the LSTM-based
language model, and three specific public datasets. More case
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TABLE VI: Results of memorization coverage rate with and
without regularization (Reg. means regularization).

Dataset Reg. All concrete
states

All concrete
traces

Mem.
States

Mem.
Traces TCR SCR

W-103

Original 81,790 631,521 22,820 54,248 8.59% 27.9%
Dropout 83,210 647,932 18,639 16,003 2.47% 22.4%

L1 82,123 627,984 19,545 16,076 2.56% 23.8%
L2 80,789 642,983 17,531 12,152 1.89% 21.7%
DA 84,198 852,129 21,883 61,609 7.23% 26.0%

WMT

Original 78,256 823,943 18,077 93,270 11.32% 23.1%
Dropout 72,198 878,134 13,212 18,528 2.11% 18.3%

L1 79,821 849,702 13,729 31,863 3.75% 17.2%
L2 76,213 851,203 15,090 23,578 2.77% 19.8%
DA 77,678 812,323 17,656 81,232 10.01% 22.7%

IWSLT

Original 14,232 176,820 4,468 13,137 7.43% 31.4%
Dropout 11,950 122,561 3,274 5,172 4.22% 27.4%

L1 13,212 119,821 2,893 3,582 2.99% 21.9%
L2 12,792 98,996 2,533 4,237 4.28% 19.8%
DA 13,341 15,421 3,867 1,076 6.98% 28.9%

studies on other datasets in other neural network based language
models can benefit the evaluation of our approach.
Internal validity. Our work uses several techniques, such as
the clustering algorithm DBSCAN, the dimension analysis
algorithm PCA, and the First-Order Markov model. Such
techniques can be replaced by other kinds of similar techniques.
For example, DBSCAN can be replaced with the k-means
clustering algorithm. Our approach also leverages threshold
values, for example, the σ and ρ of the DBSCAN. To explore
the impact of these choices, we individually increased or
decreased the σ (omitted due to limited space) and ρ (see
Table III) values in our experiment.
Construct validity. In the evaluation of our approach for
dememorization, we only used four strategies to mutate the
training data. Similar evaluation approaches based on mutation
techniques have been often used in prior research [39]. However,
there may exist other kinds of strategies to mutate the training
data. Future work can complement our evaluation.

X. RELATED WORK

Analysis of DNN. Many prior studies [40], [41], [42], [43],
[44], [45], [46], [14], [15] have been proposed to analyze
and explain the behaviors of deep neural network. Functional
analysis and decision analysis are two main categories of
analysis of DNN [47]. Functional analysis, i.e., black-box
analysis, aims to capture the overall behavior by investigating
the relation between inputs and outputs [41], [43], [48].
Decision analysis takes the DNN as a white box and analyzes
the internal behavior by profiling internal structures and
component rolls [14], [15], [40].

In our study, we focus on the decision analysis, i.e., internal
behavior analysis. One of the typical techniques used to
analyze the internal behavior of a DNN model is Finite State
Automation (FSA) [49], [30]. FSA consists of states and
transitions, which can be mapped to the behavior of sequence
models. Du et al. [14] use an interval-based approach to cluster
the original hidden-state vector which produces comparable
performance under a scalable environment.

Prior studies focus on the analysis of behavior of the RNN
model and its variance in FSA for the natural language process-
ing task. However, there is a lack of work on memorization
issues for language models. Our paper is the first work on

analyzing, detecting and assisting in repairing memorization
issues of RNN models.
General privacy of DNN. Extensive prior research has
revealed serious privacy issues posed by deep neural networks
as the data used for training can be leaked [50]. In general,
privacy threats of the deep neural network can be divided into
the two categories of direct and indirect information exposure
hazards [51]. Direct privacy data leakage is mainly due to the
data curator [52], [53], untrusted communication link [54] and
untrusted cloud [55]. In terms of the indirect privacy threat,
one would like to infer or guess information for training data
or model parameters without access to the actual data [56].
Many prior studies [9], [10], [11] have reported that deep
neural networks tend to memorize the training data instead
of learning the latent properties of the training data. Some
studies [10], [57], [58], [59] propose automatic techniques that
infer whether a given data instance has contributed to the target
model. Shokri et al. [57] propose the first membership inference
attack to deduce whether a data record is used in the training
process for the targeted model. The core idea is to distinguish
a given record in terms of the confidence score output by the
targeted model. In addition to membership inference, research
also aims to infer sensitive attributes for a released model [50],
[60], [61] and to steal model parameters [56], [62], [63], [64].

Prior studies develop attacks and defenses for investigating
various privacy challenges. Different from previous work, we
consider a privacy breach related to memorization in neural lan-
guage models and analyze memorization via abstracted hidden
states from the extracting finite state machine. Our approach
aims to address privacy issues during the quality assurance
process for developing AI models, instead of defending against
such attacks after the fact. Our work contributes to the area of
general privacy of deep neural networks.

XI. CONCLUSION

This paper proposes DeepMemory, a novel approach for
analyzing the internal memorization behavior in language
models. We construct a memorization-analysis-oriented model
and build a semantic first-order Markov model to analyze
memorization distribution. We evaluate our approach based on
one of the most popular neural language models, the LSTM-
based language model with three public datasets, namely,
WikiText-103, WMT2017, and IWSLT2016. The results show
that using our approach, we can address memorization issues
by automatically identifying data leakage risks with an average
AUC of 0.73. Based on the assessment results, our approach
can assist in dememorization by only mutating a very small
percentage (4.1%, 0.89% and 2.8%) of the training data to
reduce the memorization in the neural language models. Our
work calls for future research to address the privacy issues in
neural language models.
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