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ABSTRACT
User modeling has become an indispensable feature of a plethora
of different digital services such as search engines, social media
or e-commerce. Indeed, decision procedures of online algorithmic
systems apply various methods including machine learning (ML) to
generate virtual models of billions of human beings based on large
amounts of personal and other data. Recently, there has been a call
for a “Right to Reasonable Inferences” for Europe’s General Data
Protection Regulation (GDPR). Here, we explore a conceptualiza-
tion of reasonable inference in the context of image analytics that
refers to the notion of evidence in theoretical reasoning. The main
goal of this paper is to start defining principles for reasonable image
inferences, in particular, portraits of individuals. Based on an image
analytics case study, we use the notions of first- and second-order
inferences to determine the reasonableness of predicted concepts.
Finally, we highlight three key challenges for the future of this
research space: first, we argue for the potential value of hidden
quasi-semantics. Second, we indicate that automatic inferences
can create a fundamental trade-off between privacy preservation
and “model fit” and, third, we end with the question whether hu-
man reasoning can serve as a normative benchmark for reasonable
automatic inferences.

CCS CONCEPTS
• Information systems→ Recommender systems; Personalization;
Clustering and classification; • Security and privacy→ Social as-
pects of security and privacy.
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1 INTRODUCTION
Recently, user modeling techniques have been used to infer aes-
thetic (e.g., beauty), mental (e.g., beliefs, intentions), emotional (e.g.,
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happiness, depression), and social (e.g., group affiliation) features
about individuals based on their personal data as well as their digital
footprints. The possibilities of user modeling techniques go far be-
yond the mere classification of individuals into types of customers:
they create virtual models of individuals at an industrial scale based
on personal and other data. This data is commonly associated with
implicit mental characteristics and social situational factors often
unknown to the corresponding individual. Thereby, many big data
companies produce billions of virtual models of people to connect
a particular informational resource (e.g., an advertising material)
to the individual with the most “appropriate” model.

This signifies what we refer to as a hermeneutic shift: parts of the
interpretative potential of the person is realized not by the person
itself but by the “quasi-semantic power”1 of textual extraction, im-
age understanding, emotion and speech analysis, location analysis
or even inaction interpretation (among others) [4, 25, 34, 49, 50].
Assigning quasi-semantic values to implicit identity claims stands
in contrast to The Enlightenment’s core idea that humans have the
ability to freely and autonomously assign meaning to what they
have experienced. From this perspective, user modeling techniques
can create tensions with the autonomy of individuals to form a
hermeneutic self-concept.

Moreover, the quasi-semantic power of user modeling techniques
can lead to consequential discriminatory biases, for example, when
credit decisions are based on the collection and analysis of digital
footprints unknown to the corresponding individual. The opacity
of user modeling processes makes it generally difficult to detect,
understand and correct such biases.

Recently, there has been a call for a “Right to Reasonable Infer-
ences” to set legally-binding standards with the purpose to protect
individuals against inferences that are privacy-invasive, reputation-
damaging, and difficult to verify [45]. Yet, the decisive question
is what reasonable ought to mean in the context of an automatic
inference about a person based on some published media content.

Here, we wish to set the stage for a productive discussion be-
tween the computer and social sciences in determining standards
for reasonable inferences in image analytics.2 Based on an image an-
alytics case study using the Clarifai concept prediction prototype3,
we show that inferences about human portraits can be unreasonable
when they predict concepts with underlying beliefs that cannot be
revised in light of further evidence of the same type. Our claims

1Since humans are the only semantic engines in nature, see, for example, [11].
2Specifically, images that depict human beings.
3Available at: https://www.clarifai.com/demo.
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are based on an empiricist view of reasonableness4 that considers
a knowledge-object’s quality of evidence for a particular inference
to qualify as reasonable or unreasonable.

We proceed as follows. In Section 2, we discuss why image ana-
lytics result in epistemic and ethical challenges and review related
work in Section 2.1. In Section 3, we introduce an empiricist con-
ceptualization of reasonableness that demands that what one is
justified in believing is determined exclusively by evidence. We
then upload two portraits to the Clarifai web interface image pre-
diction prototype and analyze the reasonableness of the concepts
the engine returns (see Section 4). Finally, in Section 5, we consider
the potential autonomy-enabling value of hidden quasi-semantics
and discuss a fundamental trade-off between privacy and model fit.

2 BACKGROUND
Social media users engage in both explicit5 and implicit identity
claims. Generally, images are among the most prevalent forms of
self-presentation techniques on social media. Given their inherent
semantic ambiguity, images are considered implicit identity claims.
Implicit identity claims are “given off” in various indirect manners.
Typical examples of implicit identity claims are showing one’s af-
filiation to certain individuals, social or institutional groups, or
expressing preferences and interests in an indirect manner [7, 48].
Indeed, there is evidence that “showing rather than telling” has be-
come the most common self-presentation strategy on social media
platforms [21, 43].

Consequently, marketers value images more than other media
content. According to Socialbakers, images posted on Instagram6

create four times more user engagement than other user content
on Facebook7. Another reason is that image understanding further
closes the gap between organic and commercial media content
since objects in an image can be classified as products. Overall,
there have been significant efforts made in the advancement of
image-understanding technologies tomodel users based on pictorial
identity claims in both academia and industry.8

When modeling an individual, image-understanding technolo-
gies do not simply draw semantics from the content of images but
assign, add, and possibly produce their meaning in the first place.
Despite their quasiness, user modeling techniques model features
of individuals that are likely inaccessible for the individual herself.
Thereby, user modeling techniques presumably attempt to transfer
what is radically subjective (and therefore difficult if not impossible
to falsify) into the realm of objective evaluation. They, therefore, try
to explain something that is essentially first-person in third-person
terms.

4The terms “reasonableness” and “rationality” are considered synonymous in this
work.
5For example, when individuals communicate specific self-relevant information in
written form, they usually engage in explicit identity claims: “I am 20 years of age and
I like reading biographies of great scientists”.
6Advertising campaigns on Instagram are run via the Facebook advertising plat-
form including the choice of custom audiences and lookalike audiences: see
https://business.instagram.com/advertising/.
7https://www.socialbakers.com/blog/instagram-engagement
8For example, Amazon: https://aws.amazon.com/de/rekognition/, Microsoft:
https://azure.microsoft.com/en-us/services/cognitive-services/computer-vision/,
Facebook: https://code.fb.com/ai-research/fair-fifth-anniversary/, Google:
https://cloud.google.com/vision/.

Themajority of contemporary philosophical theories on personal
identity support the idea that being free in interpreting one’s self is a
constitutive element of the conceptual boundaries of personal iden-
tity [12, 26, 31, 39]. Importantly, a moral status comprising moral
rights and duties presupposes autonomy over one’s self-concept.
In other words, it is because individuals can evaluate what they are,
shape whatever they wish to be on this basis, that they can be made
responsible for what they become [40]. Moral accountability would,
therefore, be impossible if individuals did not have the freedom and
autonomy to form and negotiate such a hermeneutic self-concept.

Furthermore, empirical studies in psychology have demonstrated
that individuals have the ability to attribute meaning to their experi-
ences as a processes of hermeneutic identity formation [24, 36, 37].
Studies by [38] show that individuals interact with other individuals
strategically in order to verify their self-concept: self-concept nego-
tiation denotes the verification attempt of a person’s self-concept
through the interaction with other individuals. Whether individuals
perceive user modeling outcomes as a means of technologically-
mediated self-verification or self-discontinuity remains to be stud-
ied. Yet, hiding a person’s quasi-semantic self-concept, i.e. disal-
lowing user modeling techniques to partake in a self-verification
process, could have some benefits (see Section 5).

Taken together, an autonomous self-concept emerges when an
individual carries out the psychological work required to attribute
meaning to certain experiences. Image analytics signify a hermeneu-
tic shift because they transform implicit identity claims into explicit
declarations of identity. Image analytics are not solely epistemic
tools but quasi-semantic engines that potentially interfere with a
person’s autonomy to freely form a self-concept.

2.1 Related Work
With the rise of search engines in the early 2000s, automatizing
the attribution of semantics to images returned high accuracy on
object identification [23]. In the context of search tasks, object
identification proved to be an efficient strategy.9 In social media’s
people-based marketing mere object identification does not suffice
for advertisement delivery based on implicit identity claims. Today,
learning from content and structure of social network sites as well
as correlating aspects about natural persons and groups to online
content is a fast-growing research field. In the following, we briefly
discuss main trends as they pertain to image data analyses.

Popularity prediction of image data: Several projects focus
on determining the likelihood that certain image postings will
achieve high view counts and high positive approval. Using a variety
of machine learning approaches the context of a user and posting
is taken into consideration to predict the future attention given to
a newly posted image (e.g., [15, 27, 46, 47]).

Self-presentation:Various papers explore how (and underwhat
circumstances) individuals strategically manage their social net-
work accounts to aim for more favorable reception by the intended
audience (e.g., [32, 41]). In the context of image data, for example,
researchers have begun exploring users’ management of multiple
accounts on Instagram to present themselves to different audiences

9Object inferences can be semantically ambiguous. For example, while distinct colors
and shapes can be mapped to mathematical vectors with relative ease, the same is
more difficult with objects containing continuous features [44].



in strategically altered ways. On a “Rinsta” (Real Instagram) ac-
count, a curated self is presented to a wider audience; whereas on a
“Finsta” (Fake Instagram) account, less perfect material is presented
to a hand-selected group of individuals for feedback and banter
[21]. Interestingly, research has shown that users perceive their
carefully styled images on the Finsta accounts to capture their real
self more accurately in comparison to their Rinsta accounts with
presumably more “genuine” material [21].

Inferring personality traits and user characteristics from
image data: Partly triggered by the Gaydar research study [19] in
2009, significant attention has been given by the research commu-
nity to finding associations between aspects of user profiles, user
relationships, and posts, on the one hand, and traits/characteristics
of the user or groups of users, on the other hand. In the context of
image data, recent research suggests a relationship between person-
ality traits and style aspects of posted pictures (e.g., hue, brightness
and saturation); likewise, the content of pictures can be associated
with personality characteristics [8–10].

Previous work also aims to find image characteristics that match
specific user groups [17]. Likewise, analyses focus on automatically
detecting gender and age from posted image content [16, 33].

Behavioral research has also explored how different personality
characteristics (e.g., narcissistic tendencies [20]) impact the percep-
tion of image data.

Relationship of mental health and image data: Numerous
research projects have focused on uncovering correlations between
the usage of social network sites and mental health aspects such as
addiction, anxiety, depression or body image (see, for example, a
recent review [13]). Similar work can be found that is focused on
image data. For example, perusal of attractive pictures of celebrities
and peers has been found to be associated with a more negative
body image by women [3, 18]. Likewise, uploaded image data can
also be revealing of mental health indicators such as related to
depression [30].

While there is a plethora of technical research and behavioral
studies to understand social network site usage and its impact on
users, also in the context of image data, we are unaware of any
work that explores principles to develop reasonable standards for
image inferences made by automated systems.

3 FIRST STEPS TOWARDS PRINCIPLES FOR
REASONABLE IMAGE INFERENCES

3.1 An empiricist view of reasonable inferences
Fundamentally, there are two types of reasoning: practical and the-
oretical reasoning also sometimes referred to as instrumental and
epistemic reasoning, respectively (see for example [35]). Practical
reasoning is concerned with the question “What to do?”. Theoret-
ical reasoning asks “What to believe?”. Practical and theoretical
reasoning are not mutually exclusive. When choosing a reasonable
action for a desirable outcome an individual relies on a theoretically
reasonable belief. Thus, practical or instrumental reasoning usually
follows theoretical reasoning.

In this work, we assume an empiricist view that considers a
knowledge-object’s quality of evidence to decide whether a par-
ticular inference qualifies as reasonable or unreasonable. The em-
piricist view of a reasonable inference considers whether the belief

about a proposition is proportional to the evidence available. Gen-
erally, the empiricist view on being reasonable in the theoretical
sense considers the “goodness” or “fitness” of reasons provided
that favors the truth of a proposition. While this conceptualiza-
tion of reasonableness perhaps seems simple or even trivial, em-
pirical research has demonstrated that individuals exhibit many
information-processing biases pursuant to this empiricist account
of reasonableness [2, 42].10

The goal of this work is to start developing principles for portrait
image inferences that are eligible to be called reasonable. To do this,
we need an example output from an image analytics engine. Here,
we use the Clarifai web interface image prediction demo, which is
based on deep convolutional neural networks (CNNs). We upload
two portraits (see Figure 1 and Figure 2) to this image prediction
demo and analyze the reasonableness of the concepts the engine
returns. Corresponding to the literature reviewed in Section 2.1, we
view a single image as a stand-alone knowledge-object whereby a
predicted concept (i.e., the predicted outcome) is based only on the
content of that single image.

3.2 Case study: Reasonableness and correctness
of predicted concepts for two portraits

Reasonable and correct inferences
Consider the two images in Figure 1 and Figure 2. Is the content

of these two images eligible to serve as evidence for the inferences
made (see “predicted concepts” top right corner on both images)?

Figure 1 displays the face of a woman. The first three predicted
concepts “woman”, “portrait”, and “facial expression” cannot be
argued against, just like the first five predicted concepts in Figure 2.
Here, the given beliefs about these propositions are proportional to
the evidence available and therefore these inferences can be said
to be reasonable. All of these features can be reasonably inferred
from the evidence given. Note that we do not evaluate the potential
discriminatory or unfair consequences of specific labels, rather we
are first and foremost interested in their epistemic justification. For
example, returning the label “gender” may lead to consequential
discrimination independent from whether it is a (epistemically) rea-
sonable inference. Additionally, considering our two portraits, the
features “woman”, “portrait” and “facial expression” (Figure 1) and
“portrait”, “eye”, “face”, “guy”, “man” (Figure 2) have been classified
correctly.11 Overall, these inferences are – to a large enough degree
– reasonable and correct.

Reasonable inferences with incorrect predictions
Other predicted concepts can in principle be reasonable but seem

to have been classified incorrectly for the specific portraits given. In
Figure 2, for example, the CNNs predict the concept “smile”, which
is incorrect since the person depicted does not seem to smile. Note
that this would not be an unreasonable inference since a face can
potentially bear a smile. Rather, the accuracy of the training set’s
classification (i.e., the ground truth) is insufficient in returning an
otherwise reasonable inference correctly. In this specific case, the

10For example, category mistakes, anchoring, representative bias, ignoring the context,
framing effects etc.
11For Figure 2, the predicted concepts “hair”, “model”, “skin” seem to be reasonable
and correct as well.



(a) Female portrait (b) Predicted concepts

Figure 1: Concept results using the Clarifai image prediction demo for a female portrait. The engine returns predictions on
gender “woman”, ethnicity-related features “multicultural”, cognitive skills “intelligence”, and presumably aesthetic features
“pretty”, “elegant”, “friendly”, “charming” (among others). For copyright purposes, we artistically rendered the original picture.
Original picture ©https://thispersondoesnotexist.com/.

prediction seems to be incorrect but only in relation to an otherwise
reasonable assumption made when annotating the training set.

Unreasonable inferences due to non-falsifiability
There seem to be inferences that are unreasonable due to their

non-falsifiability. For example, both images contain predicted con-
cepts of aesthetic evaluations or judgments. For a judgment to be
an aesthetic judgment it necessarily needs to be subjective, making
it the exact opposite of an empirical judgment. More generally,
judgments on beauty and ugliness are commonly taken to be core
examples of aesthetic judgments. In Figure 1, an example of an
aesthetic judgment is “pretty” and in Figure 2 “fine-looking”. Other,
perhaps more indirect, aesthetic evaluations seem to be “elegant”,
“friendly”, and “charming” (Figure 1) as well as “serious” (Figure 2).
Overall, such aesthetic judgments of taste are unreasonable since
they cannot be falsified by additional evidence of the same type.

For such inferences, additional image evidence cannot in principle
verify or falsify, in other words, change the proposition.12

Similarly to aesthetic inferences, another class of inferences are
unreasonable due to their non-falsifiability. These inferences con-
tain category mistakes because they take a physical or anatomical
property to be evidence for a mental feature. In Figure 1, the facial
proportions of the woman are taken to be evidence for her “intel-
ligence” while the face in Figure 2 is taken to be evidence for the
person to be “crazy”. Portraits seem to be inadequate evidence for a
person’s mental capabilities or, generally, their mental characteris-
tics. This inference cannot be made more reasonable by providing
more portraits of the two people shown in Figure 1 and Figure 2. In
other words, the proposition that the person in Figure 2 is actually
crazy does not become more likely the more pictures of that person
are analyzed. Again, the prediction for such labels can be correct

12There are, however, reasonable physical or anatomical inferences, for example,
“freckle” in Figure 2.



(a) Male portrait (b) Predicted concepts

Figure 2: Concept results using the Clarifai image prediction demo for a male portrait. The engine returns predictions on
gender “man”, age “young”/“boy”,mental “crazy”/“funny”, and presumably aesthetic features “fine-looking”, “serious” (among
others). For copyright purposes, we artistically rendered the original picture. Original picture ©Bruce Gilden.

but only in relation to the unreasonable assumptions made when
annotating the training set.

4 ANALYSIS OF THE CASE STUDY
There is an epistemic difference between descriptively identifying
the objects “basketball” and “person” and conclusively inferring
“Interest person x = basketball”, merely because these objects have
been identified. In a similar vein, there is a difference between
measuring the physical property “wide space between eyes“and
the object “glasses” and inferring some measure of intelligence
based on these features. In our case study, we generally judged
inferences that could be “directly” read off the portrait as reasonable.
Such first-order inferences, as one might want to call them, seem
epistemically valid and are henceforth difficult to object morally.

They are reasonable independent of the predictive strength of the
model.

Unreasonable inferences, on the other hand, seem to be predom-
inantly constructed inferences. In our case study, they included
claims about the person that could not be observed or accessed
through the evidence given. Such second-order inferences presup-
pose a selection (and naturally a disregard) of specific first-order
inferences that – combined – produce a new proposition. Second-
order inferences must not necessarily be unreasonable. Consider,
for example, the predicted concept “indoors” for the portrait in Fig-
ure 1. Predicting whether a depicted scenery is indoors or outdoors
is a second-order inference because a single object is unlikely to
produce a definite conclusion. The difference is that this second-
order inference is responsive to additional evidence of the same



type resulting in belief revision. Thereby, an inference is unreason-
able in the case that novel or additional evidence becomes available
that defeats the previous justification to believe in a proposition.
In case of better evidence one ought to change the previously held
belief in light of this new evidence. For example, another image of
this scenery could in principle provide what Pollock refers to as
“rebutting evidence” [29]. The new image is the same type or source
of evidence. But because it is a reasonable second-order inference
it is responsive to belief revision, which in this case is equivalent
to the principles of Bayesian inference.

This claim does not hold for unreasonable second-order infer-
ences. Bayesian inference (or belief revision) cannot convert an un-
reasonable second-order inference into a reasonable inference (e.g.,
predicted concept “intelligence” in Figure 1). Such category mis-
takes can only be reverted by changing the underlying assumption
or by gathering different types of evidence but not by considering
more evidence with the same category mistake.

5 DISCUSSION & CONCLUDING REMARKS
In this discussion paper, we applied an empiricist account of reason-
ing to determine the reasonableness of predicted concepts in the
context of an image analytics case study. This is only one of many
possible accounts of reasoning each of which comes with specific
trade-offs. Arguably, an empiricist account is autonomy-preserving
but limited to first-order inferences about individuals. Regardless
of the account of reasonableness, an inference may be reasonable
and correct but still be rejected by the individual. Here, one could
argue that an inference becomes reasonable only when the data
subject agrees with its proposition.

The recent call for a “Right to Reasonable Inferences” proposes a
“Right to know about Inferences” and a “Right to rectify Inferences”
(among others) [45]. However, hiding the quasi-semantic power
of user modeling techniques does have its benefits. By revealing
the logic involved in making hermeneutic inferences, the system
directly recommends these hermeneutics to the user. It remains
to be explored how individuals would perceive information on
inferences as given in our two image examples. Revealing at least
in part the manner and content of user modeling processes and
outcomes enables internalization and conformation to the proposed
inferences. Perhaps individuals would welcome such a degree of
transparency as a mechanism to “offload” the psychological work
necessary to attribute meaning to certain life events. Revealing such
inferences to the individual means recognizing their quasi-semantic
power in shaping who we are and who we can become – we accept
that they have their own narrative capacity. Thus, transparency of
user modeling inferences could even exacerbate the polarization
effect observed in social media personalization.

Another key challenge is privacy. Image inferences tend to be-
come more reasonable the more personal data is collected and
analyzed. This creates a privacy trade-off. The trade-off consists
in the observation that a representative model of an individual is
possible only at the expense of privacy. For example, ML classifiers
must be able to respond to concept drift without “neglecting” the
outdated data when learning a model of personal identity [51]. For
example, sliding windows of fixed and variable sizes of training
data are used to build an updated model [14]. Since both fixed and

variable windows are definite in their size, some old data will nec-
essarily be forgotten. What criteria determine which data are to
be forgotten and which ones are to be considered in creating an
updated representative model of a person? Model fit requires a po-
tentially uninterrupted flow of data possibly resulting in significant
privacy challenges [5].

Finally, a key question is whether we should take human rea-
soning as a benchmark for reasonable automatic inferences. In the
empirical literature on human reasoning ...“the ordinary person is
claimed to be prone to serious and systematic error in deductive rea-
soning, in judging probabilities, in correcting his biases, and in many
other activities“ [6]. For example, humans make judgments about
cognitive capabilities based on physical properties [1, 28]. Follow-
ing our image analytics case study, we conclude that inferences
about individuals’ cognitive and mental features are unreasonable
since an image does not provide the kind of evidence needed to
justify such claims. This also counts for inferences made about
individuals’ intentions or goals based on image evidence (see [22]).

Overall, it will remain a pressing ethical challenge to define nor-
mative standards of reasonableness that automatic image inferences
should comply with.

Acknowledgments:We thank the reviewers for their insightful
comments that helped to improve our work. The paper is based on
research conducted as part of a Volkswagen Foundation planning
grant project.
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