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A Hexahedral Multigrid Approach for
Simulating Cuts in Deformable Objects

Christian Dick, Joachim Georgii, and Rudiger Westermann

Abstract—We present a hexahedral finite element method for simulating cuts in deformable bodies using the corotational
formulation of strain at high computational efficiency. Key to our approach is a novel embedding of adaptive element refinements
and topological changes of the simulation grid into a geometric multigrid solver. Starting with a coarse hexahedral simulation
grid, this grid is adaptively refined at the surface of a cutting tool until a finest resolution level, and the cut is modeled by
separating elements along the cell faces at this level. To represent the induced discontinuities on successive multigrid levels,
the affected coarse grid cells are duplicated and the resulting connectivity components are distributed to either side of the cut.
Drawing upon recent work on octree and multigrid schemes for the numerical solution of partial differential equations, we develop
efficient algorithms for updating the systems of equations of the adaptive finite element discretization and the multigrid hierarchy.
To construct a surface that accurately aligns with the cuts, we adapt the splitting cubes algorithm to the specific linked voxel
representation of the simulation domain we use. The paper is completed by a convergence analysis of the finite element solver
and a performance comparison to alternative numerical solution methods. These investigations show that our approach offers
high computational efficiency and physical accuracy, and that it enables cutting of deformable bodies at very high resolutions.

Index Terms—Deformable objects, cutting, finite elements, multigrid, octree meshes.
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1 INTRODUCTION model hierarchy becomes very complicated. Due to

In this work we propose a method for realisti-
cally simulating complicated cuts in linear elastic
deformable objects. Our approach is different from
previous approaches in that it does not treat the
cutting procedure and the numerical solution scheme
independently, but intertwines both procedures in a
way that enables high computational efficiency. We
achieve this by developing a novel embedding of
adaptive finite element refinements and topological
changes of the simulation grid into a geometric multi-
grid method [1], [2], [3]. Adaptivity enables repre-
senting complicated cuts at very high resolution, and
the multigrid method achieves optimal computational
complexity that is linear in the number of simulation
elements. Figure 1 shows some cuts that have been
performed using our approach.

Underlying the basic multigrid idea is the principle
of coupling multiple scales, for instance, by using a
geometric model hierarchy equipped with transfer op-
erators to propagate quantities across the scales. The
use of such a hierarchy, in general, imposes perfor-
mance limitations when using multigrid schemes in
combination with cutting schemes based on tetrahe-
dral [4], [5], [6] or polyhedral [7] finite elements. Since
element subdivision generates unstructured meshes
in general, there are no canonical coarse versions
of the mesh and the construction of a geometric
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this reason, incorporating subdivision based cutting
into geometric multigrid schemes has not yet been
considered.

Instead of explicitly modeling the boundary in-
duced by a cut in the finite element discretization,
this boundary can also be incorporated into the basis
functions of the finite dimensional solution spaces [8],
[9]. This enables using a coarse simulation grid that
does not depend on the shape of the object. The same
principle is underlying the extended finite element
method (XFEM) [10], which enriches the finite element
spaces by employing additional step functions to
represent material discontinuities. XFEM has mainly
been used to accurately simulate material interfaces
and crack propagation [11], [12], and just recently its
potential for cutting and fracturing deformable objects
in graphics applications has been recognized [13], [14],
[15].

Since the XFEM method uses a static simulation
grid for which a hierarchy can be constructed in a
pre-process, its embedding into a multigrid solver is
possible in principle. However, the modeling of high
resolution cuts, for instance via enrichment textures
[15], requires large systems of equations to be solved,
and it comes at the expense of increasing the compu-
tational cost of element integration.

2 OUR CONTRIBUTION

We propose a novel algorithm for physics based cut-
ting of linear elastic deformable bodies using hexa-
hedral finite elements. Simulation elements that are
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Fig. 1. Cuts in the Stanford Armadillo model. An adaptive finite hexahedra model consisting of 493K simulation
elements is used. Adaptive refinements of the simulation mesh along the cuts result in 76K, 150K, and 153K
additional elements, from left to right. Cutting and simulation is performed at 9 to 11 seconds per time step.

touched by the cutting tool are recursively subdivided
using a regular octree refinement. This results in an
adaptive finite hexahedron approximation of the cut
object. An example is given in Figure 2.

The octree is refined until a sufficient approxima-
tion is reached, and on this subdivision level cutting
is performed along the element faces. The adaptive
refinement allows arbitrarily thin and complicated
structures to be sliced, and it can be employed to
adapt the octree to material jumps in heterogeneous
materials. Examples demonstrating these possibilities
are shown in Figures 13 and 14, respectively. Since
all elements have the same shape the method only
requires scaled instances of one local stiffness matrix
to accommodate whatever deformation is applied.
Thus, it has small storage requirements and only
needs to consider a few cases in the construction and
update of the multigrid hierarchy.

The deformable object has to be discretized on
the adaptive octree that is generated by the cutting
algorithm. Since none of the previous multigrid ap-
proaches considers cuts of the simulation grid, we
propose a novel algorithm to embed the induced
discontinuities in the geometric multigrid hierarchy,
including fast algorithms for updating the result-
ing systems of equations. On the coarse resolution
levels the algorithm duplicates respective cells and
distributes the per-cell equations to the duplicates
according to the separated material components. To
represent the cuts on the coarse grid levels where
the structure of the object boundary is not resolved
adequately, we present a new boundary treatment
method which is based on the principle of potential
energy minimization underlying the variational for-
mulation of elasticity problems. To reflect that cells
on the coarser grids might be only partially filled with
material, this method computes the potential energy
always with respect to the finest grid. We present
a detailed convergence analysis of our solver and a
thorough comparison to alternative solution methods.

Rendering a smooth polygon surface that aligns
with the cuts is very difficult since it can undergo
complicated topological changes. In particular, a ren-
der surface that is bound to the initial simulation grid
as proposed in [16], [17], [18], [19] cannot easily be
employed for this purpose. Due to this reason we use
the splitting cubes algorithm [20] on a dual grid to
compute a watertight boundary surface directly from
the 3D simulation grid. By using for each triangle
vertex either a vertex or a face normal, high quality
rendering is achieved.

To clearly focus our work on the efficient cutting
and simulation of a finite element model, throughout
this paper collision detection and response is not
considered. Please note that this is not a limitation
of the presented approach. In fact, any state of the
art collision handling algorithm which uses surface
meshes for collision detection and external forces for
collision response could be directly integrated.

The remainder of this paper is as follows: In the
next section we review work that is related to ours.
Then we describe the cutting algorithm from a purely
geometric perspective. In Section 5 we review the
fundamentals of the corotated finite element method
which we use in our work. Section 6 discusses the
embedding of adaptive finite element refinements
and topological changes of the simulation grid into
the multigrid scheme. Section 7 presents the spe-
cific adaptations to the splitting cubes algorithm to
reconstruct an accurate boundary surface from the
simulation grid. A detailed analysis of the proposed
algorithm, both with respect to performance and
convergence is given in Section 8. We conclude the
paper with a comparison to alternative approaches
and some ideas on future challenges in the field.

3 RELATED WORK

Starting with the seminal work of Terzopoulos and
co-workers [21], [22], physics based methods for simu-
lating deformable models have been researched exten-
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Fig. 2. Cross-section through an adaptive octree grid
without (top) and with (bottom) a cut.

sively in computer graphics for the last two decades.
A good overview of the multitude of methods for re-
alistically simulating deformable bodies can be found
in [23]. For example, boundary element models [24],
adaptive and multiresolution approaches [25], [26],
[27], grid-less techniques [28], [29], and finite ele-
ment methods [30], [31] have been proposed. The
simulation of brittle fracture based on finite elements
was described by O’Brien and Hodgins [32] and later
extended to ductile fracture [33]. [34] proposed a
composite element formulation that considers varying
material properties within a coarse element.

Tetrahedral subdivision methods for cutting de-
formable objects were introduced in [4], [6]. To reduce
the number of ill-shaped elements, Nienhuys and van
der Stappen proposed cutting along the element faces
[35]. Cotin et al. and Forest et al. deleted elements
that were cut [36], [37]. Smooth cuts that also reduce
the number of ill-shaped elements were achieved by
adaptively aligning mesh edges and faces with the
cutting surface [38], [39], [40]. By restricting subdivi-
sions to a few refinement patterns [5], [41] the number
of additional simulation elements caused by a cut
can be reduced. A multi-resolution approach for this
method was presented by Ganovelli et al. [42]. The
virtual node algorithm [43] avoids ill-shaped elements

by duplicating simulation elements and re-assigning
material components on both sides of a cut.

Wicke et al. and Kaufmann et al. introduced poly-
hedral subdivision [7], [44], which splits initial tetra-
hedra into polyhedra and then subdivides these ele-
ments further. Extended finite element methods [10]
enrich a finite element model with specific basis
functions to capture discontinuities in the simulation
elements. The use of XFEM for virtual surgery sim-
ulation [13], [14] and cutting in 2D thin shells [15]
has been demonstrated. Sifakis et al. clipped a high-
resolution material boundary surface mesh against
a coarse simulation mesh to consider fine material
components in a coarse elasticity simulation [45].

Octree-based physical simulation of fluids and
gases was shown in [46], [47], [48]. Both restricted
and unrestricted octrees were used. To achieve high
resolution of small scale details, one focus was on de-
riving adaptive finite difference discretizations of the
governing equations. Finite element discretizations for
the numerical solution of partial differential equations
on restricted octrees were introduced in [49], [50].

Multigrid approaches have recently gained much
attention in the computer graphics community due to
their optimal computational complexity. The applica-
tions range from fluid simulation [51] and deformable
body simulation [52], [53], [54] to image processing
[55] and texture synthesis [56]. Interactive multigrid
approaches for simulating linear elastic materials on
hexahedral grids were presented in [57], [58]. Since
it is well known that the multigrid convergence is
lowered in case of complicated material boundaries,
[58] proposed a numerical boundary smoother for
finite difference schemes. An adaptation of the basis
functions on the coarser levels to more accurately
represent the covered boundary was proposed in [59],
[60], [61].

4 CUTTING ALGORITHM

To enable the efficient embedding of the cutting algo-
rithm into a geometric multigrid scheme, we avoid
any unstructured grid refinement and instead cut
along the element faces in a hexahedral simulation
grid that adaptively refines along the cut. This re-
sults in an adaptive octree grid. The octree’s leaf
cells represent the simulation elements and store the
corresponding vertices. At the cells on the finest level
we store links that are marked as connected or dis-
connected depending on whether the corresponding
elements have been detached by the cut. The links
that are cut by the object’s boundary are also marked
as disconnected. Each octree cell is equipped with
memory references to its child cells, its parent cell,
and the neighboring cells on the same level.

For the sake of simplicity, we first describe the cut-
ting algorithm in an uniform grid before we introduce
the extensions that are necessary to perform a cut in
an adaptive octree grid.
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Fig. 3. Left: 2D illustration of the linked volume repre-
sentation, consisting of a set of finite elements (gray)
which are connected via links (red). These links are
disconnected (dashed, gray) at the object boundary
(blue) and when cut by a cutting surface (violet). Right:
Bounding boxes (dashed) of deformed finite elements
used to accelerate the link/blade intersection test. The
links are deformed according to the (tri-linear) defor-
mation of the elements. Each element’s bounding box
covers half of each link emanating from this element.

4.1 Cuts - Uniform Grid

In the following we assume that the object to be cut
has been discretized into a uniform hexahedral (voxel)
grid. Discretization means building a binary repre-
sentation, where every voxel is classified as inside
or outside depending on whether its center is in the
interior of the object or not. Inside voxels represent
the finite elements that are used in the physics based
simulation.

We leverage a linked volume representation [62]
in which the centers of face adjacent elements are
connected via links. Initially, each 3D element has
six links, and the links which are intersected by the
surface of the object are marked as disconnected.
Cutting the FE-model is performed by disconnecting
the links that are cut by the cutting blade (see Figure
3 (left) for an illustration).

The blade is realized as a triangle mesh, which is
built from consecutive cut-lines that are induced via
a cutting tool. To find the links that are cut, all links
in the vicinity of the cutting front, i.e., the surface
spanned by the current and the last cut-line, are tested
for an intersection with the triangles representing this
front.

Since the intersection test has to be performed in
the deformed object state, in general the cutting blade
needs to be tested against all connected links. To
prune as many links as possible before testing against
the blade, the blade’s axis-aligned bounding box is
tested first. In addition, every finite element stores its
axis-aligned bounding box (see Figure 3 (right)), and
a bounding box hierarchy is created to prune need-
less tests. By using this information the broad phase
intersection test reduces to simple bounding box tests,
and only a few link-triangle tests are required in the
narrow phase.
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Fig. 4. lllustration of the bounding boxes (dashed) of
the octree finite elements (gray) used in the link/blade
intersection test.

4.2 Cuts - Octree Grid

In order to avoid using a uniform finite element
representation at the finest resolution level, we em-
ploy an adaptive object discretization, i.e., an octree
grid, where the octree’s leaf cells represent the finite
elements. An adaptive representation allows using
the fine level simulation elements at the locations
where they are needed to resolve the object boundary
accurately. Thus, it can reduce the number of simu-
lation elements significantly, and therefore improves
the performance of the finite element simulation.

The octree grid is built from an initial uniform
object discretization in a coarse-to-fine procedure. The
resolution of this discretization is chosen such that it
can adequately model the physical behavior of the
object’s inner part. In an interactive application, it
can be set to a resolution that allows simulating the
deforming body at reasonable speed.

Starting with this discretization, at each level the
cells containing at least one link that would be cut
by the object boundary are refined regularly into 23
smaller cells. Finally, all cells that do not contain at
least one finest level cell center that is in the object’s
interior are deleted from the octree structure. Note
that the cell centers at the finest level, and thus also
the link positions, can be computed without that a
cell has to be refined explicitly down to the finest
resolution.

The octree refines adaptively along the object’s
boundary while it models the object’s interior away
from the boundary at the selected coarser resolution.
It is restricted to not have level differences between
adjacent elements—sharing a vertex, an edge, or a
face—of more than one (see Figure 2). In this way
abrupt changes in the structural material representa-
tion are avoided.

Cutting is performed by traversing the octree and
performing a regular 1:8 split of the leaf cells to
be refined. The refinement criterion is the same as
is used to initially refine the octree grid along the
object boundary. On the finest level no split is per-
formed but the links that are cut are disconnected.
To accelerate the intersection test between the blade
and the elements, each element stores its axis-aligned
bounding box. Figure 4 illustrates the bounding boxes
for adjacent elements at different resolution levels.
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The refinement procedure creates additional ele-
ments, which number increases proportional to the
object’s surface increase. Upon refining an element,
the octree is updated to ensure only level transitions
of at most one. The bounding boxes of new elements
are computed on-the-fly.

5 FINITE ELEMENT DISCRETIZATION

We follow the variational formulation of linear elastic-
ity, which is based on the principle of potential energy
minimization. By using a finite element discretization
of the displacement field—we use hexahedral finite
elements and tri-linear shape functions—the static
behavior of the object is described by a linear system
of equations Ku = f. Here, K denotes the stiffness
matrix, and v and f are the linearized vertex displace-
ments and external forces exerting at these vertices,
respectively.

The linear system is assembled from the element
equations K.u. = f.. The element stiffness matrix
K. is computed by K, = er BTDB dz. Q. is the
domain of the finite element, B is the Cauchy strain
matrix, and D is the linear material law. A detailed
explanation of the numerical finite element scheme to
solve linear elasticity problems can be found in [63].

We employ a rotational invariant formulation of
the Cauchy strain tensor using the corotated strain
of linear elasticity [64]. In this formulation finite el-
ements are first rotated into their reference configu-
ration before the strain is computed. Although the
strain is still approximated linearly, artificial forces as
they occur when using the Cauchy strain are reduced
significantly.

The current element rotations R, are determined
from the current element deformations. We follow the
approach proposed by Georgii and Westermann [65],
which seeks to minimize the distance between the
rotated deformed and the undeformed configuration.
The ‘energy’ E. measures this distance as

/ d'd dx,
Q.

RZ(m +u—c)—(z—cp),

Ee

d =

where c and ¢ are the centers of mass of the deformed
and undeformed element, respectively. The rotation
that results in the minimum energy is computed using
a quaternion formulation [66]. Once the element ro-
tations have been determined, the element equations
become

[Re]Ke ([Re]T (ze + Ue) - xe) = fe.

[R.] is a 24 x 24 matrix with 8 instances of R, on the
diagonal, and z. is a vector containing the element’s
vertex positions in the undeformed state. Rewriting
the equations for u. allows assembling the element
contributions into one linear equation system Au = b.

The dynamic behavior of a deformable object is
described by the Lagrangian equation of motion

Mii+ Cu+ Au=b,

where M and C denote the mass and damping matrix,
respectively. Time discretization using the classical
Newmark integration method [63] yields the linear
equation system Au = b. This system needs to be
solved for the unknown displacements v in every time
integration step.

6 DISCONTINUOUS MULTIGRID SOLVER

In the following we describe the design and imple-
mentation of the geometric multigrid approach for
solving the equations of deformable body motions.
The solver is specifically tailored to an equation sys-
tem that changes in every time step due to topological
changes of the simulation grid and the use of the
corotated strain formulation.

6.1

Basic iterative methods like Jacobi or Gauss-Seidel
relaxation effectively reduce high-frequency (oscilla-
tory) error components, but they are ineffective in
reducing low-frequency (smooth) components, which
typically causes the error reduction to stall after a few
iteration steps.

Consider the linear equation system Au = b with
exact solution u. Let @ be the current approximate
solution and r = b— A the current residual. When the
error reduction stalls, the current error e determined
by the residual equation Ae = r is smooth. The basic
idea of multigrid is to solve the residual equation
on a coarser grid, since there the error appears more
oscillatory and the basic relaxation methods are more
effective. This leads to the so-called two-grid correction
scheme.

In the following, superscripts i and 2h denote the
respective grid spacings and are used to refer to the
original and the coarser grid. The main components
of the two-grid correction scheme are a coarse grid
version of A", denoted A", a transfer operator R2" to
restrict the residual to the coarser grid, and a transfer
operator I, to interpolate the error from the coarser
grid. Let @" be the current approximate solution.
The two-grid correction scheme then consists of the
following steps:

1) Relax A"@" =~ b" (n; times).

2) Compute residual r" = p" — Ahah.

3) Restrict residual: 72" = R"r".

4) Solve residual equation A%"e?t = r2h,

5) Interpolate error: &" = I}, e

6) Apply coarse grid correction: a" «+ " + &".

7) Relax A"/ =~ b" (no times).

Typical values for the number n; and ns of pre- and
post-smoothing steps are 1 or 2. In our application,

Geometric Multigrid
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we employ 1 pre- and 1 post-smoothing Gauss-Seidel
relaxation step with an overrelaxation parameter of
1.7. Recursive application of the two-grid correction
scheme on a hierarchy of successively coarser grids
to solve the residual equation (step 4) leads to a
multigrid V-cycle scheme. On the coarsest level, where
the number of unknowns is small, a direct solver—
we employ a Cholesky solver—is typically used to
solve the residual equation. The resulting multigrid
solver exhibits linear time complexity in the number
of unknowns.

Coarse grid hierarchy. A nested hierarchy of ever
coarser grids is constructed in a bottom-up process.
Contiguous blocks of 23 cells are successively grouped
into one cell on the next coarser level. A coarse grid
cell is created if it contains at least one cell at the finer
level. This basic construction principle, which has
already been used in the context of composite finite
elements [61], enables to automatically create a coarse
grid hierarchy independent of the complexity of the
shape of the object. However, since in this approach
cells are merged solely based on their spatial location,
for objects with complicated (concave) boundaries,
physically disconnected parts might be merged into
the same coarse grid cell, leading to a reduced coarse
grid approximation quality and thus to reduced con-
vergence rates. Especially in the current scenario, the
cutting of the finite element model leads to highly
complex boundaries, with disconnected parts of the
object lying closely together. To avoid a reduction
of convergence rates, we propose a grid hierarchy
that reflects the cuts on the coarser grids to correctly
approximate the physical separation of the material
parts. The construction of this hierarchy will be ex-
plained in Section 6.2.

Coarse grid operators and transfer operators. We
use Galerkin-based coarsening to construct the coarse
grid versions of A", i.e., these operators are succes-
sively constructed via A?" = R2" AR [}, | Furthermore,
we employ tri-linear interpolation operators 17, , and
the restriction operators are obtained by transposition
of the interpolation operators, i.e.,, R2" = (IéLh/)T

Using a finite element discretization with tri-linear
shape functions, these choices of the coarse grid and
transfer operators naturally arise from the principle
of potential energy minimization underlying the vari-
ational formulation of elasticity problems: The total
potential energy, consisting of the potential energy of
the deformable body and the potential energy of the
external forces is

B(u") =5 (u") Kt — (1)t (1)
Solving the elasticity problem is equivalent to mini-
mizing the potential energy, i.e., equivalent to solving
52 B (uh) = KMl — fh =0,

Given an approximate solution @", its error e" is
solved for on a coarser grid. By using a tri-linear in-

h

terpolation operator 1, , i.e., " = Il ", the error e"

is approximated on the coarser grid by tri-linear shape
functions with twice the support (in each dimension)
as on the fine grid. Applying the coarse grid correc-
tion, according to Equation 1 the potential energy is
B (i o) = B (i) 4 () (1) K2
((fh)T — (uh)TK”') Ib e*t. e is determined by
minimizing the potential energy, i.e., by solving

0
862hE ( Ih Qh)
— (1) K", e — (1) (f" = KMa) = o,
L — —— ——— ———
_K2h —R2h —yh

which directly yields the Galerkin coarse grid oper-
ator and the restriction operator. Note that the error
e2" resides on the coarser grid, but that the potential
energy [ is always calculated with respect to the
discretization of the object on the finest grid. It is
thus considered that on the coarser grids cells at the
object’s boundary might be only partially filled with
material.

We use a matrix-free implementation of all multi-
grid components. Details on the construction of the
coarse grid equations will be given in Section 6.4.

6.2 Hierarchy Construction - Uniform Grid

The challenge in developing a multigrid approach that
supports topological changes of the simulation grid
lies in constructing the coarse grid hierarchy. Since
cuts on the finest level also have to be modeled on the
coarser levels, cells cannot simply be merged based
on their spatial relationship. This would correspond
to merging physically and mechanically disconnected
parts, and it would result in low approximation qual-
ity on the coarse grids and very slow convergence rate
of the solver. In the following we describe the novel
principle underlying our hierarchy construction. For
the sake of clarity we first restrict the discussion to a
uniform hexahedral grid with cuts.

The common approach to build a hexahedral multi-
grid hierarchy is to merge blocks of 23 cells into one
coarse grid cell. To respect physically disconnected
parts of the simulation domain, a similar merging
strategy is performed but the connectivity between
the merged cells is considered to possibly generate
more than one coarse grid cell at the same position.
A similar strategy has been pursued by Aftosmis et al.
[67] to handle complex embedded object boundaries
in a multigrid solver for computational fluid dynam-
ics.

The basic idea underlying our construction is to
interpret each grid of the hierarchy as an undirected
graph (C% &%). The level number ¢ = 0 denotes the
finest level of the hierarchy, and ascending numbers
denote successively coarser levels. The nodes C* of
each graph represent the cells of the respective grid,
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Fig. 5. Construction of the coarse multigrid levels
based on the undirected graph representation (red)
in a uniform grid. The blocks of double cell size, in
which connected components (green) are searched,
are marked in blue. Duplicated cells are indicated in
dark gray. The numbers denote integer coordinates in
the underlying lattice.

and the edges £ C C’ x C* describe the connectiv-
ity between face-adjacent cells. Connected cells share
their vertices. In the following, a cell ¢ € C* with
domain [z.,zc + 1] X [Ye,Ye + 1] X [2¢, 2¢ + 1] in the
underlying lattice (with a spacing of 2¢ relative to the
spacing of the finest level) is associated with position
(Tes Yes Ze)-

At the finest level, the nodes C° correspond to the
finite elements, and the edges £° correspond to the
links introduced in Section 4.1. Starting on the finest
level and proceeding to the coarsest level, the fol-
lowing two steps are performed subsequently at each
level £ = 0,1,... to build the coarse grid hierarchy
(see also the 2D example in Figure 5):

Step 1: Analogous to the common approach, blocks
of double grid cell size are considered. Let C(émﬁ y.2) -
C%, z,y,z € Z denote the set of nodes corresponding
to the cells of such a block, defined by ct

(zy.2) —
{eeC | [2e/2) = 2. ye/2] = y. |2¢/2] = }. By per-
forming a depth first search on the subgraph of
(€, &%) induced by the nodes Cf, , ., the connected
components of this subgraph are determined. For each
connected component, a coarse grid cell C € C‘*!
at position (z¢,yc,z2c) = (z,y,%) is created, which
subsumes the finer grid cells belonging to this com-
ponent.

Step 2: The connectivity between cells on the coarse
grid level is determined from the connectivity on
the finer level. Two coarse grid cells C; and Cj
are connected iff there exist two connected fine grid
cells ¢; and c; which are merged into C; and Cy,
respectively. Le., it is (C1,C2) € £ iff there exist
c1 in C; and ¢y in Oy such that (c,c;) € &£ The
notation ¢ in C' denotes that the finer grid cell c is
belonging to the connected component corresponding
to the coarse grid cell C.

The hierarchy that is constructed in this way has
the property that small cuts disappear at coarser res-
olution levels. This is in-line with the multigrid idea
that the coarse grid levels describe the macroscopic

Level 0 Level 1 Level 2
T T
o :
Etﬁ;ﬁ .
GRS ) ,
V1Y [
VIV TV

Fig. 6. Construction of the coarse multigrid levels
based on the undirected graph representation in an
octree grid. The notation is analogous to Figure 5.

behavior of the body. Small cuts do not strongly affect
this behavior and can therefore be neglected at one of
the coarser levels.

6.3 Hierarchy Construction - Octree Grid

Building the hierarchy on the octree grid proceeds
similar to the uniform case, with the exception that
on each multigrid level it must be considered that
cells with different size exist. At the transition from
multigrid level /£ to level £+ 1, only cells of size 2¢ are
merged. All other cells are passed to the next coarser
level. In Figure 6 a 2D example of the construction
process is given.

6.4 Construction of Coarse Grid Equations

Once the cell hierarchy has been constructed, the
coarse grid equations have to be built correspond-
ingly. Since the corotated strain formulation is used,
the equations have to be rebuilt in every time step to
account for the element rotations.

Since all simulation elements have the same shape
and only differ in size, we need to pre-compute only
one element stiffness matrix. If we denote by K* this
instance for a uniform hexahedron with side length
1, then a uniform hexahedron with side length s has
the element stiffness matrix sK° [68].

The restricted octree discretization leads to hanging
vertices lying in the interior of other cells’ edges or
faces. To obtain a continuous discretization of the
displacement (finest grid) or the error (coarse grids)
using tri-linear shape functions, a hanging vertex does
not represent a degree of freedom but the value at
this vertex is determined by linear (along edges) or
bilinear (on faces) interpolation. Thus, we substitute
unknowns at hanging vertices by interpolation from
unknowns at non-hanging vertices. Each cell finally
depends on eight non-hanging vertices (which are not
necessarily the geometric vertices of the cell), and we
associate the cell with these vertices. This approach
corresponds to the special finite elements introduced
by Wang [69] and extended to 3D by Sampath and
Biros [50].
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Fig. 7. Tri-linear weights used to distribute the per-
cell equations of a fine grid cell (red) to its corre-
sponding coarse grid cell (blue) (restriction). For the
interpolation of the unknowns from the coarse grid,
the same weights are used. For simplicity reasons, the
distribution is only illustrated for selected vertices.

Computing the Galerkin coarse grid operators
A?h = RZhAMIE means distributing the equations
at the fine grid vertices to the respective coarse grid
vertices (restriction R?"), at the same time substituting
the unknowns at the fine grid vertices by interpolation
from the unknowns at the coarse grid vertices (inter-
polation 1, ). The respective weights of the tri-linear
interpolation operator I}, and the restriction operator
R2h = (11,)" are illustrated in Figure 7.

We compute the equations on each level per multi-
grid cell, since this leads to constant memory require-
ments per cell to store the equations and to constant
memory access patterns during equation construction.
In contrast, constructing the equations per shared
vertex would yield varying memory requirements and
access patterns, since vertices can have a varying
number of adjacent vertices due to the irregular topol-
ogy induced by cutting.

At a specific level, the left-hand sides of the equa-
tions for each cell ¢ are stored as rows of an 8 x 8
matrix A€, with each entry being itself a 3 x 3 matrix.
The matrix A® for a coarse grid cell C' on the next
coarser level is then computed from the matrices A¢ of
those cells ¢ which are merged into cell C as follows:

8 8
c c—C C—c c
Amn* § E wz—>m§ wn—)j Aij ’
cinC i=1 \ Y j=1"—~>" )
= j=
Restr. Interp.

m,n=1,...,8.

In this equation, i, j,m,n are cell-local vertex in-

dices, and w(7S, and wS7¢ are the corresponding
weights for restriction and interpolation between the
cells ¢ on the finer grid and the coarse grid cell C, re-
spectively (see Figure 7). Since all element matrices are
symmetric (considering 24 x 24 matrices with scalar

entries, i.e., qu = Ang, p,q = 1,...,24), we only

have to compute and store the matrices” lower trian-
gular parts. To simulate very large models consisting
of millions of elements, memory requirements can be
reduced significantly by not storing the equations on
the finest level, since they can be built on-the-fly from
the generic element stiffness matrix and the element
rotations.

To finally solve the system of equations, in the
relaxation step and the residual computation step
of the multigrid V-cycle equations per shared vertex
have to be considered. These per-vertex equations
are assembled from the per-cell equations as follows:
At a shared vertex V, described by the set of cell
vertices V' C C* x {1,...,8} that are coalesced into
this vertex, we accumulate the per-cell equations at
these cell vertices. The resulting per-vertex equation
at the shared vertex V' then is

> iAfjuV(c’j) ="

(ci)eV j=1

Here, ¢ € C! denotes a cell incident to the shared
vertex and i,j € {1,...,8} denote cell-local vertex
indices. V(c, j) is the shared vertex corresponding to
vertex j of cell ¢, and u" (%) is the displacement/error
at this vertex. b is the right-hand side/residual at
vertex V.

7 SURFACE CONSTRUCTION

To reconstruct a smooth polygonal surface that is
aligned with the separated object parts we use the
splitting cubes algorithm [20]. In a hexahedral sim-
ulation grid the splitting cubes algorithm constructs
the surface topology in each cell depending on the
patterns of the edges that are cut. The algorithm
introduces additional points in the interior of the
cells to construct a smooth surface representation. The
placement of these points is driven by the normals of
the cut surface at the intersection points (see Figure
8).

In order to use the splitting cubes algorithm in
our approach we have to adapt the algorithm to the
particular simulation data structure we use, i.e., the
linked voxel representation. Therefore, we consider
the dual grid representation that is built from the links
between the simulation elements. These links define
the connectivity between the simulation elements, and
exactly these links are cut by the cutting tool. For each
link that is cut we store two distances from the link
end points to the respective nearest cut point on that
link. In this way, the cubic cells of the dual grid are
cut at their edges, which results in a representation
that allows us to directly apply the splitting cubes
algorithm at these cells.

To let the reconstructed surface move according to
the object deformations we bind the surface to the
simulation vertices. For vertices on the links that are
cut, the corresponding simulation element is found
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Fig. 8. Dual grid (bold lines) consisting of the links
between the elements. For each cell of the dual grid
a local render surface is built via the splitting cubes
algorithm. The surface is spanned by the intersection
points (red) between the cutting blade and the element
links, and by the normal of the cutting tool at these
points (red arrows). Vertices are bound to the nearest
element of the respective connected component (thin
blue and magenta arrows to the respective element
centers).

by following the links to the left or to the right,
respectively. To handle interior vertices we utilize the
fact that each interior vertex is associated to a unique
surface patch in the splitting cubes approach. There-
fore, for an interior vertex the respective hexahedra
can be found by following the links of the edges
that are cut by the respective surface patch. From the
determined set of hexahedra we choose the one that
has the shortest distance to the surface vertex. The
interior vertex is then bound to this hexahedron by
means of tri-linear interpolation or extrapolation.

Using standard per-vertex normals, which are com-
puted by averaging the face normals of all triangles
incident to the vertex, leads to rendering artifacts
at cutting edges as shown in Figure 9. To achieve
a visually pleasant rendering of the splitting cubes
surface, we render both sharp cutting edges as well
as smooth cutting surfaces by employing per-face
and per-vertex normals, respectively. To compute the
respective normals, we make use of a cut surface
ID, which is incremented for each new cut and then
stored at the links intersected by this cut together
with the distances. These IDs are distributed to the
incident triangles of the splitting cubes surface, and
the normals for each triangle vertex are computed by
only averaging the face normals of triangles with the
same ID. The cut surface IDs can also be used to color
the arising cutting surfaces differently (see Figure 1
right).

Fig. 9. Left: Standard per-vertex normals computed by
averaging the face normals of all incident triangles lead
to rendering artifacts at cutting edges. Right: Only face
normals of triangles with the same cut ID are averaged,
enabling smooth rendering of cutting surfaces while
preserving sharp cutting edges.

8 RESULTS AND ANALYSIS

In the following we analyze our method and show re-
sults that have been produced using this method. The
analysis includes performance measures, a detailed
evaluation of the convergence rates of the multigrid
solver, and a comparison to alternative numerical
solvers. All of our experiments were run on a desk-
top PC, equipped with an Intel Xeon X5560 2.8 GHz
processor (we use a single core), 8 GB of RAM, and
an NVIDIA GeForce GTX 280 graphics card.

8.1 Performance

Table 1 lists the deformable models we used and gives
timings for cutting and simulation. The first three
entries correspond to Figures 15 (left), 11 (right), and
1 (middle). The last two entries also correspond to the
model shown in Figure 15 (left), but using an adaptive
octree discretization reduced by one (Bunny 2) or
two (Bunny 3) octree levels. The first two columns
give the initial number of simulation elements and
the number of elements due to adaptive refinements
along the cuts. The next column shows the time spent
on adaptively refining the octree and rebuilding the
finite element model. Note that these steps are only
required when the cutting tool is moved. Finally, the
time required to perform one time step is given. It
includes the times it takes to recompute the equations
on the simulation level and all coarse grids (as shown
in Equation 2) and to perform three multigrid V-cycles
with one pre- and one post-smoothing Gauss-Seidel
step. In a dynamic simulation this is a reasonable
choice since the solution from the last time step
typically gives a good initial guess to start with in
the current time step. These times are measured for
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#Hexahedra Time [sec] Model | MG Time | MG Error CG Error | CG Time
Model Initial Cut | Cutting Simulation [sec] | Reduction | Reduction [sec]
Bunny 118K (755K) 197K 0.693 2.42 (9.31) Bunny 1.30 0.100 0.935 9.76
Cube | 83.3K (512K) 230K 0.781 3.13 (7.05) Cube 1.94 0.0145 0.870 31.9
Armadillo | 493K (3717K) 643K 2.24 8.24 (47.2) Armadillo 4.35 0.0190 0.973 101
Bunny 2 | 26.1K (94.3K) 424K 0.143 0.498 (1.12) Bunny 2 0.270 0.107 0.864 1.22
Bunny 3 | 548K (11.9K) 8.27K 0.0286  0.0928 (0.130) Bunny 3 0.0532 0.0734 0.655 0.172
TABLE 1 TABLE 2

Timing statistics for cutting different deformable
models using our adaptive finite element approach.
Numbers in parentheses show respective measures

for a uniform grid at the finest resolution level.

the adaptively refined models. Times in parentheses
are for a uniform grid at the finest resolution level.

Table 1 demonstrates the advantages of an adaptive
octree discretization over a uniform discretization. It
shows that a considerable amount of elements can
be saved, yet modeling the induced discontinuities
at equal resolution. For the higher resolution models
only 1/6 of the number of elements of the uniform
grid are required. In general, this allows resolving the
boundaries at a significantly higher resolution than
would be possible in a uniform setting, giving the
possibility to apply very complicated and thin cuts.
Remarkably, even though the numerical simulation
on an octree discretization is much more complicated
than on a uniform discretization, the reduced number
of elements also results in a significant performance
gain over the uniform setting. In our scenarios, speed-
ups between a factor of 4 and 5 are achieved. Further-
more, the statistics show that the computation time
per simulation step depends linearly on the number
of finite elements.

To demonstrate the computational efficiency and
accuracy of the adaptive MG approach, in Table 2 we
show a comparison of the experiments in Table 1 to
the very same setup using a CG solver with Jacobi
preconditioner. In this table only the solver times, i.e.,
the times required for solving the equations on the
finest level, are considered. For the MG solver this
means that the given times (2nd column) also include
the construction of the equations on the coarser multi-
grid levels. The 3rd column gives the error reduction
that was achieved by the adaptive MG solver. In the
4th column we show the error reduction by the CG
solver within the same period of time as given in the
2nd column. Finally, the 5th column shows the times
required by the CG solver to achieve the same error
reduction as the MG solver.

8.2 Multigrid Convergence Analysis

To demonstrate the effectiveness of the multigrid
solver for simulating objects with complicated bound-
aries as induced by a cut, in Figure 10 (left) we show
the solver’s convergence for the scenario in Figure
11 (right). The curves show the total error reduction
llexlls / lleoll, dependent on the number % of V-cycles,

Comparison of the adaptive MG solver to a CG solver
with Jacobi preconditioner. Solver times are given for
one time step. The error reduction is computed as
lleslls / lleolly, Where eq and es are the linearized error
vectors before and after the time step, respectively.
The last column shows the time that is required by CG
to achieved the same error reduction as MG.

with ej, denoting the error after the k-th V-cycle. The
error is determined by using the solution obtained by
a direct solver (Cholesky) as ground truth.

Three different tests were performed, all of them
using a cube model aligned with the axes of the
simulation grid: a) no cuts were performed, b) a grid-
like cutting tool consisting of square blades aligned
with the simulation grid was moved into the cube for
a distance of half the cube’s edge length, c) the cutting
tool was rotated against the axes of the simulation
grid to create cuts that are not aligned with the
simulation grid. In each of the experiments the cuts
were performed at a single point in time, and the
solver’s performance was measured for simulating
the next time step right after the model was cut.

In experiment a) the grids of all multigrid levels
exactly cover the domain of the cube, giving rise to
an optimal multigrid hierarchy. A convergence rate
p = 0.66 is achieved. The convergence rate is com-
puted as p = (||ex, |5 / [|er, ||2)1/(k2_k1) and denotes the
average error reduction per V-cycle for those cycles k;
through k2 which exhibit a stable convergence rate.
Experiments b) and c¢) demonstrate the influence of
complicated boundaries on the convergence. In b) and
c) the same spacing between the individual blades is
used, but in contrast to b) a jagged object boundary
is generated in c) due to the cut orientation.

In both scenarios the convergence rate decreases
to 0.75. This decrease is in line with previous find-

Multigrid convergence: Influence of cut

g
2
3
g
3

le-12 le12
0 10 20 30 40 50 6 70 80 90 0 25 50 75 00 15 150 17s

Number of V-cycles Number of V-cycles

Fig. 10. Multigrid convergence. Left: Differently ori-
ented cuts through a cube (Figure 11 right). Right:
The Armadillo model (Figure 1 middle) having different
mass.
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Fig. 11. In one time step a cube model (83K hexahedral elements) is cut using a grid-like cutting tool consisting
of square blades, resulting in 204K (left) and 230K (right) elements. A radial force field is applied to fan out
the resulting rods. Note that rods with different size bend differently. Cutting and simulation takes less than 3.5

seconds (left) and 3.9 seconds (right) per time step.

ings in the context of geometric multigrid schemes,
which have indicated decreasing convergence in case
the coarse grid cells can no longer approximate the
object’s domain accurately, which is the case if the
material is cut into disconnected parts. Notably, how-
ever, the convergence behavior does not depend on
the smoothness of the boundary of the object.

In another example we analyze the influence of
the model dynamics on the solver’s convergence.
Since the values on the main diagonal of our system
matrix depend on the mass of the object, the system’s
numerical stiffness is decreased proportionally to the
mass. As a result, higher element masses yield better
convergence rates, as indicated in Figure 10 (right) for
the model shown in Figure 1 (middle). In comparison
we have also simulated the static problem where
the dynamics is not considered (gray curve). This
curve indicates that independent of the object’s mass
a convergence rate of at least 0.85 can be achieved for
this model by the multigrid solver.

8.3 Solver Comparison

In the following we compare the performance of
the multigrid solver to alternative solvers that are
widely used for simulating deformable objects. One
important aspect in this analysis is the potential of the
solver to reduce the error at most in a given period
of time. This is required, for instance, to guarantee a
given response time in interactive scenarios.

For the models shown in Figures 11 (right), and
1 (middle) with medium and zero mass, Figure 12
shows the error reduction of different numerical
solvers over time for the solution of the first simu-
lation time step, i.e., the cuts are performed to the
object in its initial position, and an initial guess of
0 is used for the displacements. Here, e(t) is the
error after the respective solver has run for time ¢. In

this comparison the respective initialization times of
the solvers are included, i.e., each solver starts solely
from the finest level equations and all computations
specific to the solver—in case of the multigrid solver
the construction of the coarse grids, the assembly of
the coarse grid equations, and the initialization of the
direct solver on the coarsest level—are included in the
timings.

We analyze the Cholesky solver of the TAUCS Ii-
brary [70], a CG solver with Jacobi preconditioner, and
the proposed multigrid solver. The multigrid solver
is either used directly (MG) or as a preconditioner
for the conjugate gradient method (CGMG). For each
solver a cross on the respective curve highlights the
structural initialization time that is only required in
case of topological changes. For the Cholesky solver,
structural initialization consists of the symbolical fac-
torization of the system matrix. For the multigrid
solver, structural initialization refers to the construc-
tion of the coarse grid hierarchy. (For MG and CGMG
the crosses fall onto the same position.) CG does not
have a structural initialization time.

Besides needing a vast amount of time to solve the
system of linear equations, Cholesky turns out to be
impractical for applications requiring a first approx-
imation of the solution within a short time interval.
CG-Jacobi shows a significantly slower convergence
rate than MG and CGMG. Both multigrid solvers
converge much faster towards the solution than their
competitors and, in particular, they are able to provide
good approximations in a significantly shorter time.
CGMG increases the error reduction per time slightly,
but this benefit only pays off if a large number of
cycles is performed.
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Solver comparison: Cube, cut diagonal

Solver comparison: Armadillo, split, medium mass

Solver comparison: Armadillo, split, zero mass (static)
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Fig. 12. Computational efficiency of different numerical solvers for deformable object simulation.

9 CONCLUSION AND FUTURE WORK

We have proposed an efficient approach for physics
based cutting of deformable objects. This approach
employs an adaptive octree grid to represent cuts at
very fine scales. The cutting algorithm is incorporated
into a multigrid scheme, giving rise to a numerical
solver that can handle topological changes in the
simulation grid at high computational efficiency. To
reconstruct a smooth surface from the disconnected
object parts, an extension of the splitting cubes ap-
proach has been proposed. This extension uses the
dual simulation grid to build a boundary surface that
is consistent with the cuts in the simulation grid.

It is worth noting that in a particular scenario,
the unrestricted refinement along a cut may result
in more elements than would actually be required
to solve accurately. For instance, homogenization ap-
proaches [34], [71] could possibly reduce the number
of elements by identifying the material properties at
coarser scales from those of their constituents and
using only the respective coarse grid cells in the simu-
lation. Thus, even with less efficient numerical solvers
homogenization approaches can often simulate very
fast. In the general case, however, such approaches
yield an approximation to the numerical solution on
a finer discretization using ‘non-homogenized’ finite

Fig. 13. Cutting of thin slices (initially 345,000 hexa-
hedra, 429,000 hexahedra after cutting). Cutting and
simulation take 7.3 seconds per time step.

elements, since they reduce the number of degrees
of freedom to solve for. The principle underlying our
approach is to simulate on a finite element model
that has as many degrees of freedom as given by the
initial discretization and to achieve high speed by em-
ploying a computationally efficient numerical solver.
Thus, our approach always simulates accurately at the
possible expense of a higher number of simulation
elements.

The proposed method opens a number of future
research directions. Since in the current approach
we fix the resolution of the simulation grid in the
interior of the deforming object, the resulting number
of degrees of freedom might not be sufficient to accu-
rately represent the induced deformations. Therefore,
a dynamic adaption of the finite element discretization
in the object’s interior is desirable. This can directly
be integrated into our approach, but it first requires to
develop an a priori oracle to decide where to refine.

Another interesting question is how to efficiently
adapt a high resolution render surface to the topo-
logical changes of the simulation mesh. In the current
approach the resolution of the finite element model
and the render surface are coupled due to the use

Fig. 14. Cutting of a heterogeneous model (initially
83,000 hexahedra, 321,000 hexahedra after cutting).
The cube consists of very stiff material, except of a
thin horizontal layer at half height, leading to buckling
of the rods. Cutting and simulation are performed at 5.5
seconds per time step.
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Fig. 15. A potpourri of different cuts is applied to the Stanford bunny model to demonstrate the flexibility of our
approach. Multiple overlapping cuts (middle) can be handled accurately. From left to right, the cut models consist
of 197,000, 166,000, and 177,000 hexahedral elements. Cutting and simulation are performed at approximately

3.1, 2.6, and 2.8 seconds per time step, respectively.

of the splitting cubes algorithm. Even though it is
possible to bind a higher resolution render surface to
the vertices of the initial simulation grid, it is unclear
how to adapt this surface to the induced topological
changes at the same speed than the simulation.

Furthermore, we will also integrate collision han-
dling into our approach. In particular we plan to use
the deforming splitting cubes surface to detect self-
collisions [72] and to propagate the collision response
to the respective simulation elements.
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