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Abstract—Volume rendered imagery often includes a barrage of 3D information like shape, appearance and topology of complex
structures, and it thus quickly overwhelms the user. In particular, when focusing on a specific region a user cannot observe the
relationship between various structures unless he has a mental picture of the entire data. In this paper we present ClearView , a
GPU-based, interactive framework for texture-based volume ray-casting that allows users which do not have the visualization skills
for this mental exercise to quickly obtain a picture of the data in a very intuitive and user-friendly way. ClearView is designed to
enable the user to focus on particular areas in the data while preserving context information without visual clutter. ClearView does
not require additional feature volumes as it derives any features in the data from image information only. A simple point-and-click
interface enables the user to interactively highlight structures in the data. ClearView provides an easy to use interface to complex
volumetric data as it only uses transparency in combination with a few specific shaders to convey focus and context information.

Index Terms—Focus & Context, GPU rendering, volume raycasting.
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1 INTRODUCTION

The necessity to provide additional context information when commu-
nicating the exact shape and position of inner organs was already dis-
covered centuries ago by artists aiming for intuitive anatomic sketches.
At that time anatomic drawings were entirely new. Without additional
visual cues people would not have recognized what they were looking
at. Over the centuries the paradigm of presenting both a detailed re-
gion and a surrounding context has not changed much. We still gain
most information about unknown data not by seeing all information
at once, but by looking at a carefully filtered fraction of the data set,
usually referred to as the focus, embedded into some other aspect of
the data, mostly conveying positional cues, called the context. Among
the plethora of examples demonstrating the usefulness of man-made
focus+context approaches are the anatomic sketches of DaVinci (see
Figure 1) as well as the technical illustrations of our time (Figure 3).

The major insight behind all these examples has always been the
same: Abstraction is the key to condense the information in the data set
to a level that allows quick and intuitive understanding. Paradoxically,
it turns out that the condensed result often reveals more information
than a whole view of the data.

Today we face similar challenges as artists 500 years ago. Still we
are trying to understand complex shapes and to visually communicate
relevant features to help viewers relating these features to the entire
data. This problem is further aggravated by the fact that the amount
of information available today has sheerly exploded during the last
decades. At the same time it has become possible to interactively
visualize large and highly detailed volumetric data sets. However,
volume rendered imagery often includes a barrage of 3D information
like shape and appearance of complex structures, and it thus quickly
overwhelms the viewer. In particular, when focusing on a specific
region a viewer cannot understand the relationship between various
structures, unless he has a mental picture of the entire data set by
navigating around and observing the component parts. Many users
of interactive volume rendering software do not have the required
visualization skills for this mental exercise, and many others are not
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Fig. 1. Already Leonardo DaVinci [7] followed the focus+context paradigm to

convey relative positions of inner organs and muscles in the human body.

willing to invest the time and effort. The result is that a large portion
of users have difficulties in understanding non-trivial data sets and in
finding what they are looking for in those data sets. Consequently
there is a dire need for novel techniques that can support users in this
task which are intuitive and simple enough to be accepted in practice.

In this paper we present ClearView, an interactive and intuitive vol-
ume visualization tool that provides the user with a simple exploration
metaphor. Following traditional technical illustrations, several 3D
layers of volumetric data sets are extracted using texture-based ray-
casting. They are composed to produce high-quality images at high
frame rates. The user guides the exploration process by moving the
hotspot, a lens-like yet distortion free region, in which additional lay-
ers of the data set are augmented to convey relevant features. The pro-
posed GPU system exploits feature-based techniques to improve the
understanding of complex 3D data sets, and it utilizes image-based
deferred shading to maximize performance. ClearView does not re-
quire any additional feature volumes, making the method suitable for
the interactive rendering of high-resolution data sets on recent GPUs.
Several shaders to intuitively convey material and shape properties are
integrated into the system. To keep the user interface slim, only few
parameters abstract from the technical realization. The user simply
positions the hotspot on the data set and selects an amount of trans-
parency to continuously blend between focus and context information.



Fig. 2. The ClearView system can be used to visually explore complex data sets at interactive frame rates by using a focus+context metaphor. Even the leftmost image

of the 5123 visible human data set with multiple iso-surfaces was generated at about 15 fps on a 800x600 viewport.

2 RELATED WORK

Psychological studies indicate that humans process information per-
ceived as a single visual event intuitively, while the cognitive under-
standing of distinct events, such as multiple images, requires much
greater effort [11, 26]. The focus+context paradigm seeks thus to com-
bine multiple aspects of the data into a single visual event by assign-
ing portions of one image to different aspects of the data. The general
idea to emphasize certain aspects of the data in an intuitive way is
also the basis of many non-photorealistic rendering (NPR) techniques
[13]. Consequently, NPR has been applied to both volume rendering
[25, 16, 17, 10, 28, 24, 31] and focus+context techniques in visual-
ization [32]. In the following we will shortly summarize previous ap-
proaches.

2.1 Distortion Lenses

Early work on automated focus+context originated from the need to
visualize vast amounts of information using the limited space of 2D
screens. Depending on the type of data to be displayed, different meth-
ods have been proposed. Shaw et al. [30] used a lens metaphor to filter
and visualize scattered, high-dimensional information. For multiple
2D Layers, Bier et al. [1] suggested the Toolglass interface also sup-
porting lenses. For single-layered 2D data, several techniques seek-
ing to assign more screen space to important regions were suggested
[22]. The generalization to handle 3D data requires some effort in
order to ensure an unobstructed line of sight to the focus [4]. For vol-
ume rendering however, even if the focus is clearly visible, non-linear
distortions in combination with fuzzy, semi-transparent structures are
potentially counter-intuitive. Nevertheless, distortion lenses have been
applied to 3D volume rendering successfully [20, 15, 34, 6]. Some un-
resolved issues remain, though. For instance, it is not yet clear if a
transition region [34] around the lens helps the user to understand the
data set, since it deforms the context [15]. In medical applications the
distortions associated with lenses might only be acceptable in selected
cases.

2.2 Cutaway Illustrations

In cutaway illustrations a selective view on important details in the in-
terior of an object is provided by omitting extraneous details. Concep-
tually these illustrations cut away parts of the outer hull using simple
geometries such as clip planes or simple, convex objects. Similar to 3D
lenses, special care has to be taken in order to provide an unobstructed
view through the cut onto the inner structures, making image based
methods appealing. For polygonal models, the GPU-based methods
by Diepstraten et al. [9, 8] are promising, but were not generalized to
volume data. Weiskopf et al. [36] performed GPU-accelerated clip-
ping for volumes with arbitrary clip geometry. McGruffin et al. [27]
proposed an interactive system to browse pre-classified iso-surfaces
in volume data by deforming them according to simple and intuitive
metaphors.

2.3 Multiresolution focus+context

Naturally the user is most interested in the focus region, while the
context is needed only to provide positional cures. Consequently, var-
ious multi-resolution techniques have been proposed not only gain a
speedup by reducing the resolution in the context region, but also to
point out a particular feature in still images. Levoy et al. [23] cou-
pled an early eye tracking device with a volume renderer to select the

focus. Cignoni et al. [5] used a 3D MagicSphere to define the focus
for triangle models and to guide appropriate remeshing. For the fo-
cus+context reconstruction of iso-surface, a similar concept was later
used by Westermann et al. [37]. Lee et al. proposed to find an opti-
mum view based on saliency [21]. Weiler et al. [35] implicitly used
a focus+context technique by gradually decreasing the resolution of
volumetric data with increasing distance to the camera. Lately, Ropin-
ski et al. [29] applied focus+context techniques to select shaders for
seismic data sets.

2.4 Context-Preserving Volume Rendering

Recently, several authors have recognized the need for volume
visualization to perform abstaction beyond the established clip-plane
rendering. Interrante et al. [17, 16] suggested to augment semi-
transparent iso-surfaces using curvature-directed strokes and 3D
Line Integral Convolution, which provides the user with intuitive
cues about the shape of these surfaces. Viola et al. [33] suggested
importance driven volume rendering to highlight interesting structures
in volume data. Starting with a pre-segmented volume, a semantic
importance value is applied to the segments, which affects the final
image. Bruckner et al. [3] suggested a whole toolbox of automatic
illustration methods to efficiently provide the user with insights
about volumetric data. Bruckner et al. [2] also propose context
preserving volume rendering, a fully automated illustration technique
trying to detect interesting structures in volume data using a sophis-
ticated, high dimensional, data-dependent transfer function. Most of
these approaches provide the user only with indirect control of the
screen-space location of the focus by global and/or data-dependent
parameters.

The remainder of this paper is organized as follows. In Section 3 we
provide an overview of our approach. Then, in Section 3.1 we describe
the procedure of extracting 3D focus and context layers, including
positional and normal information. The compositing pass described
in Section 3.2 blends these layers together based on user-defined pa-
rameters. This section also adresses the various rendering modes and
shaders available in ClearView. Section 4 presents results and timings
to demonstrate the interactivity of our approach. Finally, we conclude
and discuss some directions for future research in Section 5.

3 CLEARVIEW

ClearView is designed with respect to the user’s needs by providing an
interactive and intuitive means for focus+context-based exploration of
large volume data sets. One of the key requirements is to instantly
enable a less experienced user to explore complex volumetric data
sets without extensive training and preliminary knowledge of the data.
Therefore we have based our visualization modes on established tech-
niques, often used in man-made illustrations (see Figure 3). Semanti-
cally such illustrations are composed of two segments: the focus re-
gion - in case of the camera in Figure 3 this is the digital circuit -
and the context region - the camera body in this image. In the images
shown, the context region is faded out using transparency to reveal
the inner focus region. At the same time characteristic parts of the
context are visualized to accommodate better understanding of spa-
tial relationships between structures in the data. From these examples
the following building blocks for generating technical focus+context
illustrations can be deduced:



Fig. 3. Technical Illustration of Acura NSX and a Kodak digital Camera, Images courtesy of Kevin Hulsey Illustration, Inc.

• Context: the images contain one or more semi-transparent con-
text layers.

• Focus: the images contain one or more opaque focus layers.

• Shading: important features in the context layers are empha-
sized to indicate the spatial context into which the focus region
is embedded.

• Compositing: the transparency of non-important regions in the
context layers is increased to reveal the opaque focus layers.

In the following section we explain the techniques developed in
ClearView to generate focus+context-based volume rendered imagery
taking into account the aforementioned paradigms. We assume that a
segmented volume data set, or the data set and a set of iso-values is
given. Each context layer either consists of an iso-surface correspond-
ing to a user-defined iso-value or a user-selected segment, or it consists
of all structures in front of the focus layer that is closest to the viewer.

Fig. 4. This image compares the two different types of context layers surface only

(left) and surface plus volume (right).

In this way not only surfaces, but also volumetric structures exhibiting
a certain thickness can be displayed to provide context. Two exam-
ples demonstrating the different types of context layers supported by
ClearView are shown in Figure 4.

The information in every layer is generated using GPU-based vol-
ume ray-casting [19], where the user selects the material properties of
each layer. Since we are only interested in rendering iso-surfaces (or a
relatively thin layer of structures in front of an iso-surface), ray-casting
can benefit extremely from early-ray termination implemented via the
early-z test on recent GPUs.

The entire image is generated in two stages. In the first stage the
context and focus layers are rendered, while in the second stage these
layers are composed into the final image. During the compositing
stage image-based, deferred shaders are applied to each layer to en-
hance features or to suppress non-relevant structures.

3.1 Context and focus extraction

To render a context layer we distinguish between surface and volume
layers. If the user selects an iso-value greater than zero the iso-surface
corresponding to this value is rendered. Only the object space position
of the first ray-surface intersection with this iso-surface is kept and

stored in a floating point render target, i.e. in a geometry image. If
the iso-value selected is equal to zero, all matter up to the first context
or focus surface is accumulated using alpha-compositing according to
the user-defined transfer function. Instead of point coordinates, accu-
mulated color values are now stored in the render target.

After all context layers have been rendered, as many textures as lay-
ers have been generated and stored on the GPU. In the upcoming ren-
dering pass ClearView generates a normal for every texel in a surface
layer. This is done by using the coordinates stored in the respective
texture map as texture coordinates into the volume texture. At this po-
sition the volumetric gradient is approximated by central differences
along the object coordinate axes. Note that this pass - although eight
fetches are performed - is still very efficient as it can effectively take
advantage of texture caches on the GPU.

A

B C

D

curv=|A|+|B|+|C|+|D|

Fig. 5. Curvature estimation: The left image illustrates the normal at a surface

pixel and at its four neighbors. To estimate the curvature (right) the sum of dis-

tances from the center normal to all adjacent normals is computed.

In a final pass, for every texel in a surface layer ClearView computes
a curvature measure similar to the umbrella operator on discrete trian-
gular meshes [18]. At each texel the summed distances between neigh-
boring surface normals are computed. This results in values close to
zero in regions of low normal variation and large values otherwise (see
Figure 5). Since this operation is performed in image space, at surface
silhouettes pixels containing no normal information can be considered
in the curvature estimate. However, as all render targets are initially
set to zero a very high curvature value is computed. This feature will
later be used to highlight object silhouettes in the context layers.

The rendering pipeline for context surface layers is illustrated in
Figure 6. If more than one context surface is selected by the user the
algorithm is invoked multiple times. In each pass the positions stored
in the current texture are used as starting points for the ray-caster. It
is the users responsibility to ensure that structures in the i-th context
layer are behind the structures in the layers 1 to i−1 with respect to the
viewing direction. If structures contained in different layers intersect
each other the correct blending of these structures is not guaranteed.

Figure 7 shows the different textures generated during surface layer
extraction for a particular example. Texels of a volume layer are
treated similarly by applying an image-based high-pass filter to en-
hance regions exhibiting high color gradients thus highlighting het-
erogeneous material. The rendering pipeline to generate a focus layer
is exactly the same as the one used to generate a context surface layer.

3.2 Compositing

The compositor blends all the different textures generated during con-
text and focus extraction. It takes into account a user-defined focus
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pipelines used to generate context layers as it is implemented in ClearView .

point, a focus region, curvature-based importance measures, and dif-
ferent rendering shaders. The focus point corresponds to the screen-
space position of the mouse cursor projected onto the closest focus
layer. This is simply the coordinate of the respective texel in the cor-
responding position texture. The user can also change the size of the
spherical region around this 3D position in which the context informa-
tion fades out from one to zero (focus point). The importance measure
controls the visibility of the context layers within the focus regions
via transparency modulation. Finally the user can select from a num-
ber of pre-defined shaders the one that yields the most appropriate
results. Actually we have implemented four different shaders, which
will be explained in Sections 3.2.5 to 3.2.7, but additional shaders can
be added with ease.

Fig. 7. These images shows the position, normal, and curvature textures, as well

as a final image including a focus layer.

In the following we will discuss the particular importance measures
we have integrated into ClearView. Technically the importance mea-
sures control the transparency of structures in the data. Here the chal-
lenge is to automatically and interactively find out what exactly is ”im-
portant” and what can be neglected.

3.2.1 Curvature-based importance

As can be seen in Figure 3 artists often use the shape and in particu-
lar sharp features of the context layer as an importance measure. Es-
pecially areas exhibiting high curvature are necessary to convey the
global shape of the object [17]. Therefore our first importance shader
uses the curvature directly to modify transparency. Given the focus

point C, the size of the focus region s, and the surface position P within
the data set, the transparency is computed as

trans = 1− saturate

(

max

(

|C−P|

s
,curvature(P)

))

where saturate clamps its parameter to [0 . . .1]. Especially when used
for technical and anatomical visualizations this importance measure
gives excellent results, and it was thus chosen to be the default measure
in ClearView. In particular compared to a clip region this approach
gives significantly better results as it reveals the focus at the same time
indicating the spatial context surrounding the structures in focus. Such
a comparison is shown in Figure 8.

Fig. 8. The left image shows ClearView’s curvature-based importance shader.

Skin and bone are selected as context and the dental enamel is in focus. It is

obviously clear that by using a clip geometry, as shown in the right, a similar

context preserving visualization of the bones can hardly be achieved.

3.2.2 Distance-based importance

Instead of using the curvature-based importance measure it is often of
interest to visualize how close two structures are to each other. The
distance-based importance measure computes the distance from the
context surface to the focus surface in the direction of the context
normal (see left of Figure 9). This render mode is motivated by the
observation that context surfaces running in parallel and in close prox-
imity to the focus surface often convey no vital information whereas
context surfaces with a diverging normal often relate to important fea-
tures. Finally, context structures further away from any focus element
- regardless of their normal - have a lowered probability of occluding
important focus structures and are thus being drawn opaque. By using
the identifiers from above the transparency is computed as

trans = 1− saturate

(

max

(

|C−P|

s
,normalDistance(P)

))

This importance measurement is often useful for technical and med-
ical analysis as well as for pre-operative planning or structure opti-
mization, since proximities are effectively emphasized. The integra-
tion of such a distance-based measure into the ray-casting approach
is straight forward. It only requires one additional rendering pass that
starts the rays at the surface points stored in the position texture and
traverses these rays into the direction of the respective normal in the
normal texture.

3.2.3 View-distance-based importance

The view-distance-based importance measure computes the trans-
parency of a structure in a very similar way as the distance-based mea-
sure. In contrast, instead of computing the distance from the context
surface to the focus surface into the direction of the normal the dis-
tance into the view-direction is computed (see right of Figure 9). This
seemingly minor change has two important implications. On the one
hand it simplifies the computation. As the intersection points between
the rays of sight and the context and focus surfaces are already known
for a given view, the computation of the distance into the view direc-
tion does not require an additional rendering pass. More important
to the user is the visual effect of this render mode. As can be nicely
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Fig. 9. This image shows the difference between the distance-based (left) and

the view-distance-based (right) importance measure.

seen in Figure 10, this particular importance measure seems to hide
the bone structure in a ”fog of context” providing the user with an in-
tuitive depth cue. It is particularly useful if the user wants to focus
on close-to-surface structures. In the example shown transparency is
computed as

trans = 1− saturate

(

max

(

|C−P|

s
, |sur f F(P)− sur fC(P)|

))

where surfF and surfC denote the extracted focus and context surfaces,
respectively.

Fig. 10. In this image the view-distance-based measure (left) is used to focus

only on the structures close to skin. The right image shows the curvature-based

measure applied to the same data set.

3.2.4 Focus Border

To enhance the border of the focus region, and thus to guide the view
of the user, ClearView allows to draw a border aligned to the con-
text surface. To achieve this effect the compositor uses the distance d

Fig. 11. The tooth and C60 molecule data sets are shown with and without the

focus border.

of each surface point in the position texture to the focus point C. It
decreases the luminance of those pixels in the focus layer for which
holds: d ∈ [0.95 · s,s], where s denotes the size of the focus region.
This idea is essentially equivalent to intersecting a sphere around the
focus center with the surface. As can be seen in Figure 11 this ex-
tension is particularly useful in still images, as it attracts the user’s
attention to the focus region even more.

3.2.5 Diffuse Illumination

The simplest shader in our system evaluates just deferred diffuse light-
ing. Normals are evaluated as described before and are used to eval-
uate the diffuse dot product between normal and light direction. An
ambient term is added based on the user’s preferences. By default,
ClearView positions the light at the camera. The reason is that this in
general yields best contrast. Another beneficial effect of co-inciding
light and view direction is that enhancement of silhouettes comes for
free, since zero-crossings of the dot product between view and normal
are usually identified as silhouettes.

3.2.6 Cool to Warm Shading

Based on the observation that in nature objects facing the sun are col-
ored in a warm tone, while shadows have a bluish hue due to scattering
effects, Gooch et al. [12] mandated the use of cool to warm shading for
technical illustrations. This method keeps relative luminance constant,
resolving the problem of low contrast in very dark and very bright ar-
eas. In ClearView such shading is accomplished by storing the cool
to warm shades in a 1D texture. A lookup using the diffuse lighting
contribution as a texture coordinate is then performed to yield the final
color.

3.2.7 Skin And Bone

Though diffuse illumination or cool to warm shading yield optimum
contrast and resolve the object’s shape well, the resulting images may
still not be fully intuitive. The reason is that the human brain not
only interprets an object’s shape, but also texture and material appear-
ance. Skin and bone are readily recognized and qualities like hard or
soft,warm are immediately associated. However, the scattering pro-
cesses that eventually lead to the final appearance of natural materials
are extremely involved and complex. Luckily, very simple approxi-
mations are sufficient to provide the brain with enough evidence to
recognize the depicted material as skin or bone, resulting in intuitive
images.

We provide two simple and fast empirical shaders for skin and bone.
Both are based on a single 1D lookup table (LUT) that maps lighting
contributions to colors. For performing the lookup, several weights
A,B,C,D are computed. In the following L denotes the light direction,
N the normal and V the view direction at a certain pixel. All vectors
are normalized to unit length.

Abone =0.5 ·L ·N +0.5

Bbone =0.7−0.3 ·L ·V

Cbone =Bbone · (0.5−0.5 ·V ·N)

Abone reflects the amount of diffuse light received, Bbone is an
intermediate estimate of how much light is coming from behind
the object, and Cbone combines Bbone with a silhouette weight. A
weighted average of Abone and Cbone can then be used to fetch the
final color from the LUT. In both shaders, a brightening of silhouette
edges serves as a very rough approximation to subsurface scattering
of light behind the object, improving contrast and plausibility. For
bone, a single lookup at the position saturate(0.6Abone +0.5Cbone) is
performed, no additional specular or ambient component is evaluated.

For the skin shader, one lookup into the same texture is performed
for each of the diffuse, specular, and silhouette components. Addi-
tional weights are computed, where re f lect(a,b) denotes the vector a
reflected about b.

Askin =0.5 ·L ·N +0.45

Bskin =0.6−0.4 ·L ·V

B′
skin =saturate(re f lect(V,N) ·L)4



Fig. 12. From left to right: Diffuse lighting, cool to warm shading, bone, and skin shader, along with the LUT used. Bone corresponds to a different iso-value.

Cskin =0.5 ·Bskin ·B
′
skin +0.5

Dskin =0.9 · saturate(1.0−N ·V )3

Askin thru Cskin have the same interpretation as for the bone shader,
but now Cskin is based on a more specular term. The new parameter
Dskin is used to model an additional highlight at the silhouettes. Then,
the three fetches into the LUT are performed.

Colordi f f =LUT (Askin)

Colorside =(1.0−N ·V ) ·LUT (Cskin)

Colorhi =LUT (Dskin)

To accommodate for the red-shift in shadows that can be perceived
in real skin due to subsurface scattering through blood (see also Figure
12, rightmost image), we further modulate the diffuse color compo-
nent Colordi f f towards red if Askin ≤ 0.5. The final color is a weighted

average of the above three contributions, using the intermediate B′
skin

expanded to rgb as a specular term.

Color f inal = 0.8 ·Cdi f f +0.25 ·Cside +0.15 ·Chi +0.1 ·B′
skin

In all of these techniques, shadows can help to make the results even
more believable, especially for the purpose of still images. The shaders
described here are illustrated in Figure 12

4 RESULTS AND DISCUSSION

In the following we present some results of our algorithm, and we give
timings for different parts of it. All test were run on a single processor
Pentium 4 2.8 GHz equipped with an ATI X1800 XT GPU with 512
MB local video memory.

Fig. 13. This image shows ClearView’s application to a triangle mesh.

One advantage of ClearView is that it is not restricted to volumetric
data sets, since it consists of two stages: the extraction stage and the
image-based shading and compositing stage. Hence any renderable
representation, such as point-based structures, or triangle meshes can
be used. Figures 13, 15, and 16 show show a selection of different
data-sets being explored with ClearView.

To demonstrate the effectiveness of ClearView we have used the
5123 thorax-abdomen-segment data set from the visible human male
CT scan (see Figure 14). Two different surface layers are extracted
and visualized to reveal focus and context information.

When changing parameters that only affect the appearance of the
structures being extracted, such as as material properties, shaders, light

Fig. 14. Thorax/abdomen segment of the visible human male CT scan.

position and color, or focus position and size, already extracted layers
can be re-used. In this case only the image-based shading and com-
positing stage is executed. This provides the user with the rapid visual
feedback needed for interactive data exploration, while at the same
time offering full control over the focus region. For a 800x600 view-
port, the aforementioned shading and compositing stage is carried out
at roughly 1700 fps, while still maintaining highly interactive 300 fps
when increasing the resolution of the viewport to 1600x1200 pixels.
Compositing three instead of two layers reduces the performance by
approximately 15%. It is interesting to note that this is independent of
whether an iso-surface or a volume layer is extracted. It is clear that
these timings are independent on the data-set being visualized, and
only depend on the image resolution as well as the number of layers
to be combined.

Layer extraction is only executed when the user changes the camera
position or layer-specific properties. The extraction of one single layer
runs at about 30 fps on the low and 7 fps on the high resolution view-
port. While the performance of the compositing stage is independent
of the structure of the data set, these timings can vary due to empty-
space skipping or early ray-termination. For a thorough discussion of
these performance impacts we refer the reader to [19], where the un-
derlying GPU ray-casting algorithm is discussed in detail. As multiple
layers can be extracted in one single volume rendering pass by writing
the layer information into multiple render targets, the time to generate
images is about 21 fps for the 800x600 viewport and about 5 fps on
the 1600x1200 viewport.

5 CONCLUSION AND FUTURE WORK

We presented ClearView, an intuitive and interactive focus+context
visualization method. In ClearView, the user controls the appearance
of the final visualization using only a few, clearly defined parameters
such as the size and location of the focus, a weight for the context, and
color/material properties for the regions. Consequently, no extensive
training is required for users to successfully use the system. Because
ClearView allows for interaction with the focus+context parameters
at several hundred fps even for large viewports, users are further
supported by rapid visual feedback.

Since we believe that ClearView is a very useful tool for the rapid
generation of high-quality visualizations, we would like to extend the
system further in various ways. In this work, we discussed the vi-
sualization of volumetric, optionally pre-segmented data. In the fu-
ture we would like to evaluate how multi-modal data fits into the sys-



tem. We would expect that using different modalities such as CT and
MRI scans for different layers will convey important structures that
cannot be found from visualizing either one of the modalities alone.
As ClearView only depends on renderable primitives, which can be
points, volumes, polyhedral surfaces etc., the restriction of combining
only volumetric data is void. Furthermore, since the required features
are extracted on-the-fly, we do not need additional feature data sets, al-
lowing to investigate more compact, renderable data representations to
cope with today’s and tomorrow’s gigantic data sets. To demonstrate
the potential that lies within this flexible input data interface, we al-
ready rendered triangular meshes (see Figure 13) using ClearView, and
we would like to further extend the palette of accepted input formats.
Parallelizing the system also seems to be very promising to render the
gigantic, potentially time-resolved data sets emerging lately as a result
of improved numerical simulation capabilities. A trivial paralleliza-
tion would just extract focus and context layers on separate GPUs. A
more promising approach would be to further parallelize the extrac-
tion of each layer. Either image-space or object-space partitioning of
the data is possible, since layers are extracted with full positional in-
formation and can be composed taking occlusion into account. For
time-resolved data, additional research is needed as it is not obvious
how the focus+context paradigm is best generalized to data sequences.
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Fig. 15. This image shows the Engine data set rendered with one focus and one context iso-surface, and the stag beetle data set with a volume rendered focus.

Fig. 16. In this image of the backpack data set the focus region covers the the entire image. To the right, the focus on the knee data set was set to highlight the joint

between tibia and femur.


